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£!!aiiis&itlons tp !fldromteorolo~ical Re)?Ort No. 5 

Part I 1 Text: 

In footnote on page 228, change "page 128" to "page 140''. · 

!:_art 21 Figures: 

Figure 1: Change :i..ndicated valua·ror Td from 0.8°C to -0.8°C. 

Figures 38-41, 42-4-5, 52-551 56-59, 60-63, 69-72; 80-82: The 
red overprints on all these figures are the isoceraunics (or 
lines of equal thunderstonJf-d.ay frequency) of figures 28-31. 
However, the overprints are not accurate reproductions of the 
original figu_-r-es and should be considered for only qualitative . 
comparisons. ( som.e cases, lines are missing or misnumbered •. } 
For greater accuracy, consult the corresponding figure in the 
original group of figures 28•31. 



LETTER OF AUTHORIZATION 
(C 0 P Y) 

WAR DEPARTMENT 
OFFICE OF THE CHIEF OF ENGINEERS 

WASHINGTON 

Chief of Bureau, 
u. S. Weather Bureau, 

Department of Commerce, 
Washington, D. c. 

Dear Sir: 

September 4, 1942 

i 

Because of the importance of thunderstor.m or cloudburst type of 
precipitation in the design of many flood control investigations being 
conducted by this Department, it is considered desirable that the 
Hydrometeorological Section of your Bureau undertake a study and report 
on thunderstorms. Such a study is. believed to be feasible within the 
limits of admittedly inadequate data. Papers have been prepared on the 
subject lately by Professor J. Bjerknes, Consulting Meteorologist, 
Mr. George N. Brancato of the staff of the Hydrometeorological Section, 
and Mr. J. A. Browne, Meteorologist for Transcontinental and Western Airways. 
The Hydrometeorological Section has also prepared a report for the Depart­
ment of Agriculture on the "Depth-Frequency Relations of Thunderstor.m 
Rainfall on' the Sevier Basin, Utah. 11 The above data could be used as the 
nucleus for the study, subject to such expansion as available material 
should warrant. It is suggested that the report designate areas in which 
the frequency of thunderstorms warrants the establishment of networks of 
sufficient density to adequately sample thunderstorm areas of limited 
extent. 

It is accordingly requested that the Hydrometeorological Section 
undertake a study and report on thunderstorms as soon as the report on 
meteorology of storms in the Panama Canal region has been completed. 
It is desired that the study of maximum possible storms in the Pecos 
River Basin be undertaken after completion of the report on thunder­
storms. 

For the Chief of Engineers: 

Very truly yours, 

JAMES H. STRATTON, 
Colonel, Corps of Engineers, 
Chief, Engineering Branch, 

Constru~tion Division. 
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PREFACE 

The Hydrometeorological Section of the Weather Bureau·operates 
under allotment of funds from the Corps of Engineers, War Department. 
Late in 1942 the Section was authorized by the Chief of Engineers 
(see page ii) to undertake a study of thunderstorms as soon as current 
work permitted. Although the limitations of both theory and observa­
tional data were recognized, the importance of thunderstorm rainfall 
to flood-control design made such an undertaking advisable. Preliminary 
investigation of the £ield of data and reconnaissance of the literature 
on the subject were begun early in 1943. 

Othe~ assignments were concurrent with the thunderstorm study. 
The Section continued and increased its quota of routine hydrometeoro­
logical analyses and reviews.of storm studies prepared by the Division 
and District Offices of the U. S. Engineer Department. other major 
assignTI).ents in progress or completed during the period included esti­
mates of maximum precipitation over the Potomac and Rappahannock 
Basins, the Pecos River Basin of New :Mexico, the Osage River Basin, 
the Los Angeles area, and the Columbia River Basin. Thus only a 
small portion of the Section's time and personnel was at any one time 
devoted to the thunderstorm study. 

The report was prepared under. the superv~s~on of Merrill Bernard, 
Hydrologic Director, and A. K. Showalter, Chief of Section. The 
principal authors, responsible for the basic organization and presenta­
tion of the material, are H. K. Gold, P. Light, R. A .. McCormick, 
A. L. Shands, and A. K. Showalter. In the Table of Contents the authors' 
initials follow the appropriate titles. However, every other member of 
the Section staff also assisted in the preparation of the report. In 
lieu of a listing ·of names in .this preface., the Section roster of 
January 1, 1945, is reproduced at the back of the report. The report 
was edited by A. L. Shands, with the assistance of Mrs .. H. C. Hamilton. 
The graphic presentation of the material was designed and.directed by 
W. E. Kinnear. 

For permission to use data and charts, and for willing coopera­
tion in general, grateful acknowledgment is made to the following: 
Soil Conservation Service, Department of Agriculture; Department of 
Public Works, City of Chicago; Divisions of Statistics and Climate. 
and Crop Weather, Weather Bureau; Weather Bureau Offices at San 
Francisco, Denver, Missoula, Helena, Detroit, and Portland (Maine); 
The Marley Company, Kansas City, Kansas; L. P. Harrison, Weather 
Bureau; L. Lo Means, University of Chicago; and the University of 
Chicago Press. The continuing cooperation between the Hydrometeoro­
logical Section and the Corps of Engineers, War Department, was, 
course, fundamental to the progress of' this report, as it has been 
to all other reports issued under their joint auspices. 
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CHAPTER I 

THUNDERSTORM FACT AND THEORY 

Definition 

1. A thunderstorm is defined as the occurrence of thunder. For 

synoptic purposes or for airways reporting, the definition is further 

refined to permit reporting's. thunderstorm at observation time if thunder, 

though not current, has been heard within a stipulated period prior to 

observation time. For the climatological record, the thunderstorm day 

is defined as the local calendar day on which thunder has been heard, 

although before 1894 it was Weather Bureau practice to record thunder­

storms only if accompanied by rain. Humphreys (l)* has noted that the 

change in regulations was responsible for a phenomenal increase in annual 

number of' thunderstorms reported in the United States after 1894, but 

greater attention to thunderstorm activity was also an important factor 

in the increase. Accepted tabulations of thunderstorm frequencies, such 

as Alexander's (2), reject the earlier period of' record and even the decade 

of' transition prior to 1904. 

2. The occurrence of lightning without thunder is not designated 

as a thunderstorm. The occurrence is reported, of course, but it is not 

included in the usual summation of thunderstorm days or occurrences. 

This practice diminishes the area for which a single station can be con-

sidered representative of' thunderstorm occurrences, the radius of audi-
. . 
bility of thunder being much less, ordinarily, than the radius of 

* · References listed numerically at end of chapter. 
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visibility of lightning. It is also true, however, that the visibility 

is much greater at night than in the daylight, so that a diurnal varia-

tion of frequencies based on lightning occurrences would not be repre­

sentative. According to C. E. P. Brooks (3), the radius of audibility 

is 10 or 12 miles in favorable circumst~oes: 

••• but it is unlikely that all thunderstorms occurring within 
that distanc.e of a station will be. recorded, and .probably we 
shall be interpreting the data in a sufficiently generous 
manner if we consider that the numbers (of occurrences) repre­
sent the thunder occurring within a distDnce of six miles, i.e., 
in an area of 113 square miJ.es .suz:rowding the station. 

3. There is no general agreement on the .definition of thunder-

storm duration. The beginning is consistently defined as first thwder 

heard, which is adequate and leads to little confusion since first 

thunder heard usually precedes first rainfall observed or recorded. 

Official ending time is the time of last thunder heard, Which often 

follows last precipitation, but not as consistently as first thunder 

precedes first rain. Only a few statistical studies of duration have 

been made. Bily (4) made such a study for Tampa in 1904, using the 

elapsed time between first o.nd las.t thunder. In some cases only one 

peal was ,heard, making first and last thunder identical and duration 

a second or so. Identified in any of these ways, the duration is that 

which is observed at a point or station. It. is not the duration of the 

thunderstorm as a cell or entity, ~~th origin at one point and end at 

another. However, the two durations are identical if the storm is 

stationary. In a study by Brancato (5) it was the life of the thunder-

storm ·cell which. was considered and the basis of estimate was rain-

fall duration. In some frequency studies, such as those made in 

the diurnal-variation soction of this report, :vbore time of. 
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occurrence is ~port~nt, the hour of occurrence is defined as the hour 

of beginning, >md beginning is defined as first thunder heard. 

4. For the purpose of this report the duration of interest 

is the duration of measurable rain, although both the duration and direc-

tion of the maximum wind are also of importance in flood-control d~sign. 

The thunderstor-m is the subject of the report chiefly because it is often 

characterized by intense rainfall of short duration and limited extent. 

The associated phenomena such as lightning, though of interest, are thus 

only incidental to a study primarily concerned with any rainfall of the 

"thunderstorm" type. Furthermore, it became clear as the study progressed, 

that the absence of lightning or thunder should not necessarily exclude 

from consideration any intense rainfall of limited extent and short dura-

tion. However, examination of thunderstorm occurrences yields the greatest 

number of examples of this rainfall type. Althoug~ there are geographical 

and temporary variations from such a correlation, it is qualitatively true, 

for instance, as pointed out by Humphreys (l) that there is a marked 

similarity between the patterns of the annual variations in number of 

thunderstorms and in total precipitation. This correlation is shown in 

figure 106 of 11Physics of the Air11 (l), where smoothed averages of annual 

precipitation for 127 stations widely scattered over the United States 

are compared ~dth smoothed averages of annual numbers of thunderstorm· 

days at these same stations. Chapter II of this report will present 

similar data for seasons, months, and diurnal periods. The fact that 

these more recent statistics do not maintain the correlation throughout 

does not necessarily destroy the value of using thunderstorm rainfall in 

a study of this type, but it does suggest that this rainfall class can, 
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with profit, be made more inclusive. 

Surface-observed characteristics 

5. The thunderstorm whose characteristics are most often observed 

in some dEr~ail is the "local" type. This is so b~cause such a storm 

occurs·in a setting in which observations of its inception, its growth 

and, to a more limited extent, its decay are possible. The storms are 

called local because they are so widely scattered over an area that in-

dividual occurrences are not merged into a 11general11 thunderstorm situ-

ation. The time of occurrence is usually the afternoon; the skyis clear 

or practically so before the storm development begins; and it is usually 

clearing when the ·storm is over. Many of the characteristics thus 

observed are no doubt true also of thunderstorms whose origins and 
I 

developments are not in such favorable settings, thunderstorms, for 

instance, occurring above warm-front overcasts or at night. However, 

some of the characteristics may be restricted to the local type. 

6. Before the inception ·or the storm, cumulus clouds are seen 

to form. The heights of the bases of these clouds, as will be shown 

later, can be computed from observations of surface data, a common 

height being one to two kilometers, or approximately one mile. Both 

by growth and amalgwmation of the cumulus elements, a cloud of greater 

horizontal and vertical extent then develops, the base height being re..: 

tained, the whole cloud tapering upward. This is the cumulus congestus, 

often called the cauliflower cloud because of its bulbous structure. 

Both its structure and its growth, which is by successive eruptions of 

small towers, chiefly from the top and center but also from other 
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portions, are inimical to any notion that the cloud arises from a single 

impulse or from a uniform ascending current (6). As the vertical growth 

continues, a thin, cirrus-like veil o~ scarf cloud may develop immediately 

above the latest and highest protuberance. It is generally accepted that 

this results from a lifting of the air above the protuberance by ascend­

ing currents below (7), the moisture content of the air above having been 

increased by turbulent transport from the saturated air below (B). The 

growing cloud, however, breaks through the veil and penetrates the freez-

ing level. Particularly in the upper levels the bulbous configurations 

now become less pronounced, the cauliflower appearance disappears, and a 

tangled, fuzzy, stratiform web of cloud (sometimes called false cirrus) 

tops the structure,. often spreading outward to complete the final anvil 

shape. At this point the complete cloud structure is called cumulonimbus. 

Its shape, sometimes also called hourglass, suggests the commonly accepted 

model of the flow in a convective cell - upflow currents converging toward 

the.waist of the hourglass and diverging at the top (5). 

7. It is at this stage of development- the full-grown cumulonimbus-

that the rain falls. The first drops are usually few and large; smaller 

drops apparently cannot /all through the rising currents or are evaporated 

in des.cent. Scud clouds and virgae (rain streamers) now beneath the main 

cloud base are the visible indications of the latter effect. There is a 

typical or average rain sequence which will be statistically demonstrated 

in a later chapter but it would be unsafe to consider it invariant. The 

typical intensity pattern is vvhat Horner has called the "advancedn (9), 

consisting of a rapidly increasing rate of precipitation,. with maximum 

intensity reached in the first ten ~inutes of the storm, followed by an 
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hour or so in Which intensities decrease to zero or become inappreciable. 

Thunderstorm photographs and motion pictu:es show the heaviest rain fall-

ing from the forward portion of the cloud with diminishing intensities 

towar'd the rear. In the paper by Brancato (5), the study of several 

series of half-hourly isohyetal maps indicated that the maximum·inten-

si ty is achieved within one hour after the beginning of the rain. T.his 

is not inconsistent with the pattern of intensity as observed from a 

. point, since the total life of the cell as it moved across an area was 

being considered. Some series actually showed the maximum intensity on 

the first map. 

8. There are some, but comparatively few, observations indicating 

that hail also, when it occurs; is usually concentrated near the front 

or near the of the cloud. Most of the lightning and thunder accom-

pan:ies the rain, and the variations in severity of lightning, thunder, 

and rain are in general simultaneous. It has often been observec that 

the rainfall is heaviest after the most violent thunderclap. However, 

·Humphreys (lO) has shown that a simultaneity cf occurrence at the level 

of formation (despite differences in time of observation) can be inferred 

if one considers the actual velocities of light, sound, and falling bodies -

which in that descending order of magnitude. 

9. In considering the average wind sequence it is important to 

remember that the observations are based on moving storms, since very few 

storms are entirely stationary. In the local thunderstorm situatibn the 

prevailing surface wind is 6nly approximately in the direction of 

storm's movement. Before the thunderstorm reaches a particular locality 

the prevailing wind slackens almost to a calm, changes direction to blow 
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toward the stor.m$ and freshens as the storm approaches. Just before the 

rain starts, the wind shifts abruptly to blow in violent gusts outward 

from. the rain area, reaching its maximum velocities during or just before 
' 

t.he period of heavy rain,which occurs in the early portion of the storm. 

Visible indications of the sudden reversal of cu:trents are sometimes the 

dust whirl at the surface and, more often, the' squall cloud at the lead-

ing edg.e of the cumulonimbus bas·e. This squall cloud is a hori~ontal 

cylinder of saturated air formed between the. rising inflow current and 

the descending outflow <:mrrent, with the same direction .of rotation and 

the same general appearance as the squall cloud at a cold front, where 

the same reversal of current directions is known to occur. As the rain 

subsides, the wind also diminishes and resumes its prevailing direction • 
. 

Although the foregoing is the general nature of the wind sequence, many 

storms are. accompanied by winds from all directions in the course of the 

complete life cycle. The most recurrent characteristic in the sequence 

is the strong outflow wind during or just before the heavy rain. 

10. The temperaturR at the surface reaches a maximum before the 

full development of the cumulonimbus, falls slightly as the cloud over-

spreads 'the sky, and then most rapidly during the heavy rain. The minimum 

temperature reached during the heavy rain may be lower than the wet-bulb 

temperature of the air before the rain, indicating that evaporation into 

surface air cannot be the sole cause of the cooling. Within 15 to 30 

minutes after the heavy rain abates,. the temperature rises a little, and 

may return to its original value after the rain ends. 

11. The barometric pressure falls gradually as the storm approaches 

or develops but rises abruptly (about one or two millibars) with the 
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occurrence of the outflow wind and heavy rain, after which it subsides 

slowly to its former level. 

12. The average duration of the rain period is about one hour. 

This is,. of course, the duration as observed from a station in the path 

of the storm. In the few instances where it has been possible to trace 

a single thunderstorm from origin to dissipation across a map, the dura­

tion was found to be two or three times as long (5). Its path as a 

whole can often be identified as parallel to the direction of the wind 

flow at about 6000 feet above the surface and its rate of movement equal 

to the speed of the winds at ti;.at level (5). However, close examination 

of the incremental isohyetal patterns for smaller units of time, such as 

15 minutes or less, indicates that the (}Orrelation can be sustained best 

for the general or over-all speed and direction of movement. During the 

smaller intervals, the storm or, more correctly, the isohyetal pattern 

by which it is hoped to identify its path, moves or spreads up, down· and 

across the wind which apparently ·controls its total movement. 

Instability 

13. The upward vertical currents displayed in the growth of the 

thunderstorm cloud and experienced in airplane and balloon flights are 

the primary features of the thunderstorm. These currents owe their 

existence to atmospheric instability, that is, to a thermodynamic condi­

tion of the atmosphere such that vertical currents once induced are 

favored and accelerated. A parcel of air, forced by some initial per­

turbation to ascend or descend from its original level in an unstable 

atmosphere, will continue the vertical motion thus begun because it will 

be less dense than the air through which it ascends or denser than the 
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air through which it descends •. The vertical gradient·o£ density of the 

environment, in other words, is less than the change of density of the 

parcel moving through the same height. Neglecting the effect of mois­

ture content on density_, this is equivalent to the statement that the . 

atmospheric lapse rate of temperature is greater than the rate of cool-

ing of the parceL 

J.4. Sir Napier Shaw defines a "Law of Convection" as follows 

Convection in the atmosphere is the descent of' · 
colder air_)n conti~ity with air relatively warmer. 

(11) 

The law is advisedly stated in this form (although ob­
jections may be taken to it for want of strictness) because 
the driving power of the convective circulation comes from 
the excess of density of the descending portion, and the 
excess of' density in atmospheric air is due in nearly all 
oases to low temperature. Differences of density might be 
caused by differences of pressure or by differences in' the 
amount of moisture contained in equal volumes. But finite 
differences of pressure cannot persist in contiguous masses 
o~ air; the amount of water vapour in air at the ordinary 
temperatures with which a meteorologist has to deal is only 
a small fraction of the whole mass, and the colder the air 
is the less water vapour is required to saturate it. Con­
sequently, although it ·would be possible in a physical 
laboratory to display a sample of air which, though warmer, 
is yet denser.than another cooler sample on account of the 
humidity of the latter, the conditions would not easily 
occur in nature,· and the motive power for convection would 
be exceedingly small. Such cases may therefore be left out 
of account, and we may consider that, of two contiguous 
masses of air, the colder is the denser .... 

During the process in which the instability is realized; 

potential energy is converted into kinetic energy as the atmosphere 

attains a more stable state. The vertical currents, as well as in-

creased horizontal wind spQeds, are the manifestations of tho kinetic 

energy. The upward currents are responsible for the formation of cloud 

and precipitation and for the manufacture of hailstones by forcing 
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repeated excursions of congealed raindrops into regions favorable to 

their growth. By one theory, to be discussed in paragraph 120, they 

are also responsible for the generation of electricaL charges by rupture 

of. raindrops and therefore, indirectly, for the subsequent lightning 

discharge and thunder. It will also be indicated later (paragraphs 

. 104-7) that the vertical currents can produce, by concentration of 

raindrops, a rainfall intensity in excess of any calculable rate of 
.> 

rainfall forma,ti_on, so that the formation and the fall of rain, in 

certain instances, shonld be considered separately. 

16. The atmosphere can be described a.s haVing absolute instability 

when its ~apse rate exceeds the .adiabatic rate of cooling of an unsatu-

rated air parcel. It is then unstable for all vertical perturbations. 

Similarly, the lapse rate 'Which exceeds the adiabatic rate of cooling 

of a saturated air parcel is absolutely unstable for saturated. air. Such 

a lapse rate is quite connnon but usually in an atmosphere which is at 

the same time unsaturated, at least in the lower layers. For practical 

purposes" then, two types of atmospheric instability are recognized: 

conditional instability and convective instability. Both are potential 

rather than actual; they must be realized. Both are usually found in 

the atmospheric sounding preceding the occurrence of a thunderstorm. 

17. The atmosphere, or a layer within the atmosphere, is condi-

tionally unstable 'When its lapse rate of temperature exceeds the rate 

of cooling of a rising, saturated parcel of air at tho same pressures 

and temperatures. Under these conditions, a parcel of air at lower 

levels, if forced aloft by mechanical or other moans, may bocome satu­

rated and therefore finally wo.rmer and lighter than its environment. 
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The colder, therefore heavier, environment will then force it to rise 
l], 

at, theoretically, an accelerated rate until the temperatures of parcel 

and environment are again equalized. 

18. Alayer of air is convectivelyunstable, no matter what its 

lapse rate of temperature, when its vertical distribution of moisture 

is such that, if the layer is lifted as a whole or cooled by evaporat-

ing rainfall into it, its temperature lapse rate will ultimately become 

absolutely unstable. When such a lapse rate is achieved, the top of the 

layer is potentially denser t¥an the bottom and any vertical perturbation 

will thus compel an overturn, i.e., internal .free convection. If the 

layer is also between layers of conditionally unstable air, as it usually 

is, the convection can penetrate the other·layers. More will be said on 

this point later. 

The pseude-adiabatic diagram 

19. Atmospheric instability can be evaluated on a psEmde-adiabatic 

diagram. Figure 1 shows a section of this diagram. It is an adaptation 

of the Clapeyron or p-v diagram in which the pressure in millibars on an 

exponential scale is the ordinate while temperature is the abscissa. 

Adiabats appear as straight sloping lines and represent the rate of 

temperature change of a particle of air raised or lowered without loss 

or gain of heat as long as condensation does not occur. Ps€mde-adiabats 

(also called moist, wet, or saturated adiabats) are curved, dashed lines 
\ 

representing the lesser rate of temperature lapse with height resulting 

from the difference between the latent heat of condensation released and 

th<J adiabatic cooling. There are also w or mixing-ratio lines. (solid 
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and slightly inclined from the vertical) representing the number of 

grams of water vapor necessary to saturate the space occupied by a 

kilogram of dry air at the pressures and temperatures. In 

figure 1 are also shown, for reference purposes, the graphical methods 

(with brief textual guide) for the evaluation of the various thermody• 

namic quantities later to be discussed. 

Conditional jnstability 

20. Lifting .type, Figure 2 illustrates conditional instability 

on a chart showing the essential parts of pseudo-adiabatic diagram. 

The temperature curve .AEFB represents the temperature and pressure of 

the atmosphere at each elevation and will hereinafter be called the 

soundingv The pseudo-adiabat representing the change in the moisture 

and thermal properties. of the surface air saturated by lifting is shown 

as the curved line C 'CF..FD. 

21. If the surface air ·w€lr~ lifted dry-adiabatically its tempera­

ture changes could be followed on the dry adiabat AC, C being the conden­

sation point (usually called the lifting condensation level, LCL) and 

determineC. by the intersection of the dry adiabat and the mixing-ratio 

line w of the surface air. The mixing-ratio line represents also! ·as 

can be seen from figure 1, the change of dew point of the rising partio1e 

during the dry-adiabatic lifting process, just as the adiaba.t represents 

the change of temperature. Because the decrease of temperature with 

height in the adiabatic process is about 5.5 F/1000 ft, while the decrease 

· of dew point is about one-fifth as great, or 1 F/1000 ft,. at normal air 

density, the approximate height of the LCL in thousands of feet can be 
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determined from the difference between the temperature and the dew 

point at the surface divided by the difference in the rates of decrease, 

which is 4.5 F. A more accurate method would take into account a wider 

range of air density because the rate of decrease of vapor pressure in 

the process is directly proportional to the rate of decrease of the air 

pressure, and the dew point is a function of the vapor pressure. How­

ever, the method outlined yields a close approximation in most thunder­

storm situations. 

22. From C (figure 2} the surface air follows the pseudv-adiabat 

until it reaches E, where the pseudo-adiabat and the sounding intersect. 

As demon'strated in figure 1, the pseudo-adiabat intersects the surface 

isobar at the original wet-bulb temperature of the rising air, and it 

therefore represents the rate of decrease.of the wet-bulb temperature 

in the dry-adiabatic process. After saturation, i.e., beyond LCL, the 

changes of temperature, dew point, and wet-bulb are all represented by 

the pseud0-adiabat. 

23. Until it reaches E the particle of surface air is everywhere 

colder than its surroundings and tends to return to its .former position. 

At E the particle is in equilibrium with its surroundings, the tempera­

tures being equal. But once sufficient work has been done to lift the 

surface air above E, the rising particles will find themselves warmer 

than their surroundings and thus forced to ascend further. The point E 

is called the level of free convection, LFC. Assuming that the ai,r 

ascends,as a particle passing through an environment continuously pos­

sessing thermal properties different from its own, the air will continue 

to ascend freely to point F, after which it becomes colder than its 



environment and is finally halted when it has lost its momentum. The 

top of its ascent is thus the cloud top which is at H, the level of 

which is theoretically determined when the area FH (incomplete in 

figure 2) is equal to the area bounded by pseudo-adiabo.t and sounding 

between points E and F. 

24. The lo.tter o.reo. is co.lled the positive area beco.use it 

represents work that is realized. m ccn be called a negative areo. 

beccmse it represents work expended in decelerating the particle. How-

ever, the area ACE is the one usually referred to o.s ~negat~ve o.reo. 

since it represents the work necossary to lift the surface o.ir to the 

level of' free convection. A front, an orographic barrier, or conver-

genoa mo.y provide the necesso.~y lift. 

25. Icing level. Forced lift to LCL, but short of' LFC, will 

produce o. cloud 'Whose top is the' top of. the f'orced lift. ·(The reali-

zo.tion of convective instability by this lif't is not considered at 

this point because the process being discussed assumes the passage of 

particles of' o.ir through an unchanging environment.ro.ther than the mo.ss 
• 

lif't of an entire layer of' air.) When lif'ted beyond LFC, the cloud will 

t.ower above the limits of the f'orced lif't. How high it will grow 'Will 

depend on the height at which the f'ree lif't ceases, point F. Clouds are 

not rain, however, and observational experience has sho'WI'l. that, in 

general, appreciable ro.in will not fall nor will a thunderstorm develop 

unless the so.turated particles o.soend to a tempero.ture zone where 11vn.ter 

co.n coexist in o.ll its ~hreo phases - a subf'reezing zone. Even in 

tropical Puerto Rico, where.f'reezing normally occurs at higher levels 

than in middle latit.udes, Choate (l2 ) has observed ice-cloud f'ol"mations 



invariably topping the shower clouds prior to rain. There will be 

further discussion of this item in a later section; ut this point two 

underlying theoretical principles can be stated: first, that before 

drops large enough to full us ruin con form, the cloud top must be in 

the ice-crystal stage und, second, before lightning will be discharged 

the upward vertical velocities must b~oome strong enough to break up · 

the larger raindrops before they become frozen. To achieve the first 

condition, the freezing level must be low enough; to achieve the 

second, the distance between LFC ond freezing level must be great 

enough. 

26. In so far as the ascension of the particle takes place 

without environmental mixing, it is the freezing level in the rising 

air rather than in its environment which must be considered. This is 

called the lifting or convective ice-crystal level, LICL or CICL, 

and in conditional instability it is usually higher than the atmos­

pheric freezing level, ICL. The levels are not specifically desig­

nated in f~gure 2, but the first (LICL) is at the intersection of the 

pseudo-adiabatic path and the freezing isotherm while the second (ICL) 

is at the intersection of the sounding and the freezing isotherm. 

The height of LICL is a function of the wet-bulb temperature of the 

rising air, since that temperature fixes the pseudo-udiabut of ascent. 

The higher the wet-bulb temperature, then, the higher the LICL, us 

inspection of the diagram will confir.m. And with LICL thus fixed, 

the height of LFC will vary vvi th tho lo.pse rate: the grouter the 

lo.pse ro.te, the lower the LFC. The distance between LFC and LICL 

will be lo.rge, then, when high temperature and high moisture content 
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combine to produce high :wet-bulb temperature and when, in addition, 

the lapse rate is steep*. 

27. Insolational type. In the instability diagram dra'Wll in 

·figure 2, the potential energy of the sounding was rea1ized by lifting. 

another type of: thunderstorm, variously called the local, air-mass, 

convective, or heat thunderstorm, insolational heating of the surface 

layers of air provides the irrigger action. It can be designated also 

as the thermal thunderstorm because it is thermal energy which sets 

off the conditional instabilityo Figure 3 shows how instability so 

realized may be analyzed on the pseudo-adiabatic diagram. 

28. Both theory and observation have shown that the atmosphere 

absorbs comparatively little solar radiation directly (l3). That which 

reaches the earth's surface is in part reflected or scattered, and the 

rest abscrbed except for the portion used in evaporation. Over the sea 

thB amounts lost by reflection and by evaporation are greater than over 

lane while the absorbed radiation penetrates to greater depths, so that 

the resulting temperature changes are less than over the land surface, 

and may even be negligible. Within the earthrs surface the temperature 

changes will vary with the conductivity, specific heat, and density of' 

the so:i.l. Vfuile the sun is do1N!l. or low, the loss of heat by terres-

trial radiation is uncompensatei except by atmospheric back radiation, 

chiefly from water vapor. 7V.hile the sun is high, the earth 1 s surface 

is continuously heated by the incoming solar radiation which exceeds 

* In meteorological terminology, a lapse rate is 91 steepenedn when 
the ra'te of temperature fall with. height is increased; .thus, on 
the pseudo-adiabatic diagram, the steeper the lapse-rate curve the 
smaller thE> acute angle that it forms with the horizontal. 

.::.-



17 

the outgoing terrestrial radiation if no dense cloud deck intervenes. 

Although the amount of solar radiation reaches its maximum at noon, 

the rise in temperature of the earth 1 s surface continues because the 

loss by terrestrial radiation is not then sufficient to balance the in-

coming solar radiation. Some hours later, depending on the season and 

latitude, the balance is reached and after that the earth's temperature 

falls. 

29. The air temperature follows the course of the soil-surface 

temperature with some lag in the occurrence of the maximum and the 

minimum. The transfer of the heat upward from earth to air is by a 

currently unsolved complexity of conductive, radiational, turbulent, 

and oonvec~ive processes. The latter two are apparently the most 
.. 

effective in transferring heat to higher levels. The heating from the 

surface upward forms unstable lapse rates upon which the effect of 

turbulence and eddy transfer is to produce a dry-adiabatic lapse rate 

which builds up to moderate levels (varying with ground roughness, 

init.ial lapse rate, air mass, season, etc.) by the time the maximum 

surface temperature of the day is reached. After that, the terres-

trial loss of heat, which also begins from the surface, serves to 

stabilize the lapse rate. 

30. The effect of insolation is thus to produce a dry-adiabatic 

lapse rate in the lower layers, above which the air may be conditionally . . 

unstable. The lower air, in this case, has been described as an 

"isentropic pool11 (14). It is all at one potential temperature, that 

is, all its particles when reduced to a pressure of 1000 mb would 

have the same temperature. Additional heating at the surface will 
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create bubbles of air which have ·higher potential temperatures anJ 

must, thereforeJ rise to the top of the pool. If they become satu­

rated in the process, they can continue upward, warmer than the sur­

rounding, conditionally unstable atmosphere, their own potential 

temperature continuously increased by the release of the latent heat 

of condensation of the contained water vapor. Figure 3 illustrates 

the process. 

31. The essential difference between :figure 3 for the thermal 

type and figure 2 for the lifting type of release is that the point C 

in figure 3, called the convective condensation level, CCL, is de­

termined by the intersection of the sounding and a w line which is an 

average of the mixing ratios of several lower layers. Ordinarily the 

average is obtained from the values of the significant points in the 

first 100mb, or first kilometer, of the sounding. The assumption is 

that the convection and turbulence which build up the final adiabatic 

layer (at constant potential temperature) also result in a constant 

mixing ratio, in the same way that mixing of salt and fresh water would 

result in a constant salinity. Because the mixing ratio usually de­

creases with height, the effect of the vertical mixing is to reduce the 

dew-point temperature at the surface, an effect.borne out by the normal 

afternoon minimum in the diurnal variations of dew point illustrated 

in figure 4, from Albright (l5). However, other diurnal effects are 

also suggested in the figure and, in practice, some further adjust­

ment of the moisture values of the sounding may be necessary to incluce 

the modifications resulting from advection and evaporation. 
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32• After point C, or CCL, of' f'igure 3 is determined, a dry 

adiabat drawn through the point on the diagram intersects the surface 

isobar at the critical temperature Tc, the temperature which must be 

reached at the surface before. a dry-adiabatic layer is built up to a 

sufficient height to reach the CCL. Any further heating, even local, 

will produce the bubbles in the isentropic pool Which will rise beyond 

the CCL and then proceed exactly as above the LFC of figure 2. In the 

thermal type of diagram the CCL may be, as in figure 3, both LCL and 

LFC in one.· There is no final negative area at the surface except, of 

course, the area TcCA, representing the amount of thermal energy to be 

supplied before Tn, and hencB. CCL, can be reached. 

33. Analysis by slice method. The method thus far employed in 

the analysis of soundings is called the parcel method. However, a 

theoretical treatment, by J. Bjerknes (l
6
), of the saturated-adiabatic 

ascent of air through a dry-adiabatically descending environment has 

indicated that the atmosphere is always less unstab.le with respect to 

a system of' real cloud towers than with respect to the infinitesimal 

saturated particle which is considered in the parcel method. It is 

likely, therefore, that a method of stability analysis based on the 

assumption of cloud towers rather than particles would 11be better 

suited for all applications to real nature" (16) Such a method is 

called the slice method. 

34. The theory of the slice method is also extensively treated 

in Petterssen 1 s ncontribution to the Theory of Convection11 (l7) and 

a recent practical application of the method is given by Beers· (lS). 

Account is taken of the stability of the sounding, layer by layer 
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through the atmosphere at least to the 400-mb level, especially beyond 

the LFC or CCL- the region of cumulus activity. The air column is 

divided into layers bounded by the critical values reported in the 

usual radiosonde message and each layer tested separately for insta-

bility. The layer is first of all considered dry if a reasonable 

lift will not saturate it, and wet otherwise. · In Beers' application 

a relative humidity of 70% is regarded as an adequate dividing index • 

. The dry layer contributes to the total instability only if its laps~ 

rate is,steeper than the dry-adiabatic -which of course means that 

its contribution is usually negative. The wet layer contributes to 

the instability in proportion to the difference between its actual 

lapse rate and the mean pseudo-adiabatic lapse rate in the layer. 

Each layer's contribution· is weighted by a measure proportional to 

the layer 1 s depth. 

35. The effect of such an analysis is to decrease the number 

of soundings that can be considered possible thunderstorm-producers .. 

If the sounding shows no conditional instability by the parcel test, 

the slice method is not even applied. It would only increase the 

negative character of the sounding. Although the relative-humidity 

factor, which is considered in the slice method, ~s neglected in the 

theoretical consideration of the parcel method, in practice the 

humidity distribution is always given weight. Willett (l9) states 

that "about 3-1/2 kin seems to be the usual minimum depth of the TG 

air mass required in cases of this type of stratification (S air aloft) 

in order for convective thunderstorms to develop during the day," a 

commonly accepted criterion being relative humidities over 50% throughout 

"' 
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the 3-1/2-lan depth. The slice method, however, brings forward another 

aspect of the situation which may be of practical interest. Because 

individual layers are considered in this method, the contribution to 

instability may be actually negative if the upper layers have a nearly 

pseudo-adiabatic lapse rate. This may occur even though all layers are 

moist enough to be called wet, and the sounding, by parcel-method analy-

sis, shows a large positive area. The large positive area may be almost 

entirely an effect of a very steep, aJmost dry...,adiabatic, lapse rate in 

the layer immediately above CCL or LFC. It is in such a case that the 

widest disagreement between forecasts based on the two methods may occur. 

36. The slice method may be an impr?vement on the parcel method. 

However, by either method more thunderstorm activity than occurs is 

usually forecast unless other considerations, none of them so diagram-

matically neat, are employed. On land and in the afternoon, maritime 

tropical air aJmost always has the requisite thermodynamic structure, 

but the meteorologist will feel little certainty. about the .thunderstorm 

. prognosis unless a proper dynamic mechanism, such as a front, is also 

expected. Even then, of course, there is no positive assurance. But 

the most pos~tive assurance derivable from a thermodynamic analysis is 

of the non-occurrence of a thunderstorm - and then only if the sounding 

can be considered representative both in time and in space. 

Convective :i.nstabili ty 

37. Further consideration of the dry-adiabatic layer, the isen-

tropic pool, can serve as an introduction to the diagrammatic analysis 

of con·;rective instability. The distribution of properties in such a 
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layer is represented in figure 1 by the ~riangle with apex at LCL, 

base on the 930~mb isobar, and sides the 293 A dry adiabat on the 

right and the 3.8 gjkgmixing-ratio (w) line on the left. Thew 

line intersecting the surface isobar at the dew-point temperature 

represents the vertical gradient of the dew-point temperature, just 

as the dry adiabat intersecting the surface isobar at the air tem­

perature represents the vertical gradient, or lapse rate, of the 

temperature. The pseudo;.;.adiabat finally followed by any air parcels 

escaping upward from the pool, if extrapolated from the condensation 

,level to the surface wet-bulb temperature as in figure 1, represents 

the vertical gradient of the wet-bulb temperature. This is the struc­

ture of thoroughly stirred, unsaturated air - not always achieved but 

often approached in nature. All particles within it, if lifted until 

saturated, Will then follow the same pseudo-adiabat; all particles, if 

cooled to saturation by evaporation of rainfall into the layer, will 

move to the same pseudo-adiabatQ And the layer as a 'Who when lifted 

to saturation or beyond, or cooled to saturation by evaporation, Will 

have a lapse rate identical with the pseudo-adiabatic slope at whatever 

temperatures and pressures are reached, that slope being part of the 

pseU:do-adiabat extending from the original surface wet-bulb temperature. 

Saturated air with such a lapse rate is in a state of neutral equilib­

rium for saturated air• Because its final lapse rate was inherent in 

the moisture structure of the original layer while it was still un­

saturated, the original layer can be identified as convectively neu­

tral. If the original layer were convectively stable, its final lapse 

rate after saturation would be~ less than the pseudo-adiabatic, and if 
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convectively unstable its 1apse rate after saturation would be greater 

than the pseudo-adiabatic. The specific criterion, then, of neutral 

convective equilibrium is that the_ vertical gradient of wet-bulb tem-

perature is exactly the pseudo-adiabatic; of convective stability, 

that it is less than the pseudo-adiabatia; and of convective insta-

bility, that the vertical gradient of wet-bulb temperature is greater 

than the pseudo-adiabatic. After convective instability is realized 

the lapse rate is conditionally unstable but, since the air is saturated, 

the final lapse rate is also absolutely unstable. Any vertical pertur-

bation will start an overturn within the layer. 

38. Ro~sby (20) has ~efined the test for convective instability 
I 

as a decrease with elevation of QE, the equivalent potential tempera-

ture. The equivalent potential temperature is constant along any 

pseudo-adiabat and, in fact, def~nes the pseudo-adiabat just as the 

potential temperature (the air temperature brought adiabatically to a 

pressure of 1000 mb) defines the dry adiabat. QE is conservative for 

the condensation or pseudo~adiabatic process, just as the potential 

temperature is for the dry-adiabatic process, and is defined by Rossby 

as the temperature of an air particle lifted dry- and pseudo-adiabatically 

to the top of the atmosphere and then brought back dry-adiabatically to 

lOOG mb. This involves the realization of all the latent heat of cpn-

densation. The values at the top ends of the pseudo-adiabats on the 

pseudo-adiabatic diagram are equivalent potential temperatures in degrees 

Absolute. can be defined differently (2 l) but the practical difference 

is negligible. It can be shown that the pr~perties of QE are also the 

properties of Qw, which is the wet-bulb potential temperature, defined 



as the wet-bulb· temperature brought ps~udo-adiabatioally to 1000 mb. 

. (22) 
As put by Bindon : 

The wet-bulb potential temperature (Q } appears to 
have a certain conceptual advantage since !t does not re­
quire the air to be taken to zero pressure ~or extraction 
of its precipitable water. Moreover, the wet-bulb poten­
tial temperature is closely related to the wet-bulb tempera­
ture, a quantity which can be easily measured. 

If the decrease of wet-bulb temperature with height, in other words, 

·is greater than the pseudo-adiabatic, then there is also a decrease 

with height of both QE and Qw· and the layer so characterized is 

· convectively unstable. Thus, by plotting the curve of wet-bulb 

temperature on the pseudo-adiabatic diagram and compa.r.ing its slope 

with the slopes of the surro~nding or adjoining pseudo-a.diabats, the 

fact of convective instability can be determined. In the Rossby 

diagram, the same kind of comparison is made between the slope of a 

curve connecting, essentially, successive lifting condensation levels 

with the slope of a curve of constant QE' which is of course a pseudo­

adiabat. 

39. In figure 5 the section marked A shows .a. temperature curve 

(ABCD) which is conditionally neutral throughout (curve parallel to. 

pseudo-adiabat), convectively unstable between 900 and 700mb (BCD), 

and convective·ly neutral below (AB). This temperature curve is also 

shovm in sections· B and C of the figure. The slope of the wet-bulb 

curve in section A identifivs the state of convectiv6 equilibrium. 

The two upper layers (BC and CD), though both convectively unstable, 

differ in that the uppor one is too dry to become. saturated in a 

100-mb lift. In section B of thu figure, the lapse rate resulting 



from a 100-mb lift is sho-wn by A' B 'C 1 D' and the changes invo 1 ved are 

shown by the arrows. Both lower layers have become saturated, but· 

the lowest one is still in neutral equilibrium while the upper is 

now unstable for saturated air. Vertical motions, either upward or 

downward, will be favored, and whether ,they penetrate beyond the un­

stable layer depends on the conditions within the adjacent layers. 

The topmost layer is stili unsaturated and shows a slightly steeper 

lapse rate which is. the result o£ dry-adiabatic lift on uny lapse 

rate originally less than the dry-adiabatic. To isolate tho effects 

of lifting, the process has been curried on without divergence or 

convergence within the layers, i.e., the pressure difference between 

top and bottom of each layer has been kept constant. ·The effects of 

convergence are the same as the effects of lift, and the effects of· 

divergence tho opposite. 

Evaporation effects 

25 

40. In section C of figure 5 the realization of convective in­

stability by evaporation of ruin into the layer is considered. The 

wet-bulb temperature is, by definition, tho temperature to which the 

air will cool as o. result of evaporating water into it at constant 

pressure. Geometrically, tho points on the temperature curve will 

move along the isobars toward tho wet-bulb curve (B'C'). The final 

lapse rate will be tho wet-bulb curve. If for some reason tho evapora­

tion is concentrated within o. particular layer, as in the illustration, 

tho lessor o:vo.poro.tion o.bovo o.nd below muy result in an inversion 

o.bovo o.nd a steep lapse ro.to below, o.lso us illustrat0d. 
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41. The amount of moisture necessary to achieve this instability 

depletes the rainfall and can be computed by the precipitable-water. 

method presented by So.lot (23) It is the difference between the 

amount of precipitable water in the air when saturated at the we.t-

bulb temperatures and the amount originally present which, at the 

same pressures, is fixed by the dew-point temperatures. 

42. Not only can evaporation set off the convective instability 

but it also has an important effect on the conditionally unstable 

medium. If the rai11fall evaporates into the .environment immediatelY: 

surrounding the rising air of the conditionally unstable sounding, it 

will lower the temperature of the environment, i.e., it will increase 

the temperature span between the pseudo-adiabat of the rising particles 

and the lapse-rate. curve. This increases the positive area, the amount 

of energy .available, and therefore the vertical accelerations. 

43. The layers adjoining the convectively unstable layer are 

usually conditionally unstable. Even when they are only nearly so; 

conditional instability will probably be achieved by the same lifting 

which realized the convective instability. This condition will be 

achieved without the formation of an inversion at the top of the con-

vectively unstable layer, so that further penetrative convection 

upward is assured. However, no further penetration ~ownward (other 

than turbulent or inertial) will occur unless the descending air is 

kept saturated by continual addition of moisture. If it descends 

dry-adiabatically, its downward penetration will be limited unless 

the lower layers are superadiabatic, i.e., exhibit an increase of 

temperature toward the earth's surface greater than the adiabatic 



rate of heatingof unsaturated air. 

44. If the attainment of convective instability by evaporation 

is considered, other factors become important. Since there is no 

lifting of the adjoining layers, their lapse rates will remain con­

stant unless evaporation also affects them. Cbmplete evaporation will 

form a layer stable for saturated air above the convectively unstable 

layer~ while incomplete evaporation will result in greater stability 

(even an inversion). Immediately below the convectively unstable layer, 

complete evaporation will also result in stability but incomplete evapo­

ration will cause the formation of a steep (even superadiabatic) lapse 

rate. If the stability above is slight or the inversion shallow, it 

may be penetrated and the air proceed upward as in the case of the 

lifted layer, depending on the conditional instability farther up. 

But in the special case cited there is no immediate barrier to down­

ward motion - even to dry-adiabatic downward reotion at times and for 

short distances. However, evaporation from heavy rain which saturates 

the convectively unstable layer may continue below to maintain the 

saturated condition of the descending air, which will therefore ex­

perience pseudo-adiabatic downward motion. Once initiated, ~s by 

cooling of air parcels to greater density than their neighbors, a 

downward current can thus be accelerated by the achievement of con­

;rective instabj_li ty by evaporation. The important downdraft of the 

thunderstorm is· such a current, and intrinsically part of the phenome- · 

non are its accompanying features: the strong, outward gust, the 

sharp barometer rise, the drop in temperature below the surface wet­

bulb temperature. It should also be borne in mind that the necessary 
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convectively unstable layer is always p_resent in any c·ondi tionally 

unstable sounding which also shows an LFC or CCL (?4) 

Comparison of mean soundings 

45. It is not the intention of this report to present thermo-

dynamic methods of analysis as much more than approaches to the better 

understanding of the thunderstorm phenomenon. From them a fairly 

satisfactory but idealized picture of the thunderstorm or cloud de­

velopment may be obtained, but to fqrget the simplifications involved 

is ·to court the pungently' accurate criticism of Boyden (25) 'Who said, 

concerning a similar analysis, that "the author describes the uses 

of the tephigr~ with a certainty that gives the uninitiated the im-

pression that nothing short of carelessness could produce an inaccurate 

forecast." 

46. Others have noted what bec~e apparent during this study: 

that one reason for the failure to recognize the inadequacy of the 

thermodyn~ic analysis of the sounding as a thunderstorm-forecast 

tool was the textbook practice of analyzing soundings associated with 

thunderstorm occurrences and assuming that the concurrence of atmos-

pheric instability and the thunderstorm event proved instability to 

be the sufficient cause. In this study, therefore, soundings on 

thunderstorm days were compared with soundings on non-thunderstorm 

days in order to determine what differences, if any, existed. 

47. The July 1942 soundings at four stations -(Oklahoma City, 

Omaha, Phoenix, and Washington) were used in the analysis. Each 

sounding was classified as thunderstorm or non-thunderstorm depending 



on whether or not thunderstorm activity (as denoted by reports of 

thunder or lightning) was .reported ~thin the next 12 hours within 

a radius of about 150 miles of the station. There was no considera­

tion of the causes of the_ thunderstorm activity other than th~ gen­

eralized causes involved in any analysis of conditional or conv~ctive 

instability •. 

48. Means at standard elevations for the (approximately) 1100 

and 2300 EST. soundings, obtained separate.ly for. thunderstorm and non­

thunderstorm days, are plotted for comparison on both pseudo~adiabatic 

and Rossby diagrams infigures 6 to 17, inclusive. For Oklahoma City 

and Omaha the non~thunderstormsoundings were summarized only for days 

when the surface isobaric pattern showed airflow from the south. In 

addition to the temperature lapse rates (solid for thunderstorms and 

dashed for non-thunderstorms), values of mixing ratio and relative 

humidity at the standard elevations are shown on the pseudo-adiabatic 

diagrams. The number in parentheses states the number of soundings 

included in the average. The levels of LFC and CCL are indicated, 

having been obtained by -~he methods discussed previously. The top 

of the positive area is lilso indicated, as LCC (convective ceiling) 

when it tops the positive area above LFC. and as CCC when it tops the 

positive area above CCL. In all cases, the values or levels perti­

nent to the thunderstorm sounding are shown at the left of the curves, 

the values or levels for the non-thunderstorm sounding a.t the right of 

the curves. On the Rossby diagrams elevations in thousands of meters 

are plotted as closely as possible to,the indicated points. 
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49. Oklahoma City. The 2300 EST soundings at Oklahoma City are 

shown in figures 6 and 7 (upper half). In figure 6, the pseudo-

adiabatic diagram, the thunderstorm sounding is 1 to 3 C colder, the 

temperature difference gradually decreasing with height to about 330 

mb. Above that level there is little temperature difference to 155 · 

mb, after which the thunderstorm sounding is warmer, giving a warmer 

tropopause with a maximum temperature difference of 4 C in the iso-

thermal layer. The lapse rates in both soundings are about the same, 

greater than the pseudo-adiabatic to about 500 mb, and after that 

either conditionally neutral or stable, although the non-thunderstorm 

sounding continues slightly greater than pseudo-adiabatic to about 

350 mb. 

50. The relative humidities in the thunderstorm sounding are 

over 50% to 550 mb, then no lower than l.j, to 300 mb., while in the 

non-thunderstorm sounding they are greater than 50 to only 800 mb, 

falling to 4o by 700 mb and to 26 around 400 mb. The actual w 

values are greater in the thunderstorm sounding except from 950 to 850 

mb, but relative humidities are greater throughout. The computed 

·values which lend themselves to tabulation are as follows: 

Oklahoma City - 2300 EST 
Mean w To P at P at Pat P at 

1st 100 mb c F CCL LFC LCC CCC 

Thunderstorm 13.4 35.0 95 760 735 200 195 

Non-thunderstorm 13.8 39-5 103 715 665 195 180 

51. On the Rossby diagram (upper half of figure 7) both . , 

soundings are convectively unstable above the surface layer, the 

thunderstorm sounding to 5000 m and the non-thunderstorm sounding 
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to 4000 m, but the total decrease of eE is greater in the non-thunder-

storm case (347-331 A against 345-332 A). 

52. Figure 8 and the lower half of figure 7 compare the 1100 EST 

soundings at Oklahoma City. On the pseudo-adiabatic diagral!l, figure 8, 

the thunderstorm sounding is again somewhat cooler in the lower layers, 

the 2 C to 4 C temperature difference decreasing to about 175 mb, where 

the temperatures become equal and above which the thunderstorm .sound-

ing becomes warmer; with the maximum temperature difference becoming 

about 3 C in the isothermal layer. There is little to choose between 

the lapse rates, which are dry-adiabatic in the lowest. layer, greater 

than pseudo-adiabatic to about 500 mb in the thunderstorm sounding 

and to about 4oo mb in the non-thunderstorm sounding, and conditionally 

neutral or stable above those levels. 

53. Relative humidities are above 50% from the surface past 

300 mb in the thunderstorm sounding, while the non-thunderstorm relative 

humidities are over 50 to only 800 mb, falling below 45 at 700 mb and to 

30 at 300 mb. Mixing-ratio values are higher in the thunderstorm sound-

ing except in the first 100 mb, as shown. in the following tabu;tation: 

Thunderstorm 

Non-thunderstorm 

Oklahoma City - 1100 EST 
Meu:n w T

0 
P at P at P at P at 

1st 100 mb C F CCL LFC LCC CCC 

13.3 35.5 

14.0 40.5 

96 760 775 

105 715 690 

195 200 

190 180 

54. On the ·Rossby diagram (lower half of figure 7) the 1100 

EST thunderstorm sounding is co:nvectively unstable to 5000 m tmd the 

non-thunderstorm sounding to 4000 m, but the decrease in eE is 
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345-335 A against 350-333 A, respectively. 

55· At Oklahoma City, then, the value of Tc in the non-thunder­

storm case should ordinarily be high enough to preclude the forecast 

of an insolational thunderstorm. This value, it should be noted, 

results largely from a tempe;r:ature difference betweenthe soundings, 

tha.t is, from the comparatively higher temperatures of the non­

thunderstorm sounding. The comparative coolness of the thunderstorm 

sounding is likewise mainly responsible for its lower elevations of 

CCL and LFC, and such lower values are in agreement with the theo­

retical prerequisites for thund~rstorm activity. The higher relative 

humidity of the thunderstorm sounding and the greater depth through 

which the moistness extends are :i..n accord with empirical findings .. 

The greater lapse rate of QE (and therefore the greater convective 

instability) in the non-thunderstorm sounding, however, is somewhat 

surprising, but it is a natural consequence of the more rapid decrease 

of moisture with height when the lapse rates of temperature are about 

the same. 

5?· Omaha. The averag~ soundings at Omaha show similar 

characteristics. Figure 9 (for 2300 EST) shows the thunderstorm 

sounding to be about2 C cooler than the non-thunderstorm sounding 

to 550 mb. Between 380 and 310 mb they are at the same temperature, 

while above that layer the thunderstorm sounding is warmer, with 

warmer tropopause and stratosphe.re about 2 C warmer. The lapse rates 

differ little, being greater than pseudo-adiabatic to about 450 mb, 

then conditionall:~ neutral or less .than pseudo-adiabatic. 
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57. The thunderstorm sounding exhibits higher relative humid-

ities throughout except around 300mb. Relative humidity exceeds 50% 

to 550 mb in the thunderstorm sounding but in the non-thunderstorm 

sounding it exceeds 50% to only 900 mb and again around 300 mb. Mix-

ing ratios are higher in the thunderstorm sounding except. to 950mb 

and above 500 mb. The comparative tabulation o£ computed values 

follows: 

Omaha - 2300 EST 
Mean w Tc Pat P at P at P at 

1st 100 mb c F CCL LFC LCC CCC 

Thunderstorm 13.0 37.0 99 740 700 210 200 

Non-thunderstorm 11.9 41.5 107 680 626 215 190 

58. On the Rossby diagram (upper hal£ o£ figure 10)., both 2300· 

EST. soundings are found ·to be convectively unstable to 5000 m, except 

for the first 500 or 1000 m. The decrease of GE is only slightly 

greater in the non-thunderstorm sounding, 343-329 A against 342-329A. 

59. At 1100 EST the thunderstorm sounding at Omaha (figure 11) 

is about half a degree warmer to 700 mb, then about half a degree 

colder to 280 mb. At 250 mb the temperatures are the same and above 

that the thunderstonn sounding is again warmer, with tropopause at 

180 mb 2 to 3 C warmer but the stratosphere colder above 100 mb. 

Except in the surface layers, ·lapse rates in both soundings are greater 

than pseude-adiabatic to about 450 mb, then conditionally neut'ral or 

stable. 

60. .Except at a few levels, the relative humidities of the 

thunderstorm sounding are greater. They exceed 50% to 850 mb, then 

average 4o to 300 mb$ while the non-thunderstorm humidities exceed 50% 
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to only 900 mb, averaging 35-40 above that level. The tabulated values 

f'ollow: 

Thunderstorm 

Non-thunderstorm 

Mean w 
1st 100 mb 

12.,0 

11.1 

Omaha - 1100 EST 
P at 
CCL 

38.5 101 710 

39.5 103 690 

P at 
LFC 

650 

595 

Pat 
LCC 

220 

225 

P at 
CCC 

200 

205 

61. On the Rossby diagram (lower half of' f'igure 10), the thunder-

storm sounding is convectively unstable to 3000 m, the non-thunderstorm 

sounding to 4000 m. The decrease of 9E is, in this case, greater in the 

thunderstorm sounding: 340-327 A against 339-328 A. 

62.. The dif'ferences in the Omaha soundings, althoughmostly of' 

·the same nature as in the Oklahoma City soundings, are of a lesser 

magnitude, occasionally vanishing. 'Ihis may be related to a niore 

general phenomenon, dealt with in the follpwing chapter on thunderstorm 

climatology, namely, the lesser f'requency of afternoon or insolationa1 

thunderstorms in the·area around Omaha. The extremely high values of' 

Tc whichappear even in the mean thunderstorm sounding indicate the 

great amount of surf'ace heating that must be accomplished before the 

purely insolational thunderstorm can develop. Also noteworthy, as 

condition unfavorable to afternoon thunderstorm dFJvelopment, is the 

low le.vel at which relative humidity falls below 50% even in the 1100 

EST thunderstorm sounding. 

63. Phoenix. At Phoenix there are important modifications of 

the differences noted at Oklahoma City and Omaha. At 2300 .EST 

(figure 12) ·the Phoenix soundings have almost the same temperature at 

the surface but the thunderstorm sounding is about 1.5 C colder just 
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above. The temperatures are about equal again f'rom 800 to 300 mb;, 

but at higher levels the thunderstorm sounding is increasingly colder 

up to its tropopause. The non-thunderstorm tropopause is both higher 

and colder, however, so that the thunderstorm sounding becomes warmer 

in the stratosphere. There are only small differences in the lapse 

rates. Except near the surface, both lapse rates exceed the pseudo-

adiabatic to about 500-450 mb. 

64. Relative humidities are greater throughout in the thurider-

sto'rm sounding but the distribution is peculiar, and relative humid-

ities are' comparatively low. In the thunderstorm sounding relative 

humidities are mostly 30-35% to 700 mb, then from 40 to 60% above that 

level. In the non-thunderstorm sounding, relative humidities are 

25-30% to 700 mb, 30-40% above that. The computed values are compared 

below: 

Thunderstorm 

Non-thunderstorm 

Mean w 
1st 100mb 

Phoenix - 2300 EST 

c 
T c 

F 

47 .o 117 

Pat 
CCL 

·p at 
LFC 

P at-Pat 
LCC CCC 

·590 200 195 

575 215 . 200 

65. On the Rossby diagram (upper half of' figure 13), the 2300 

EST thunderstorm sounding is convectively unstable in the first 1000 m 

and also between 2000 and 5000 m, with total decrease in QE from 

346 to 337 A. The non-thunderstorm sounding is con_vectively unstable 

between 500 and 4000 m, the decrease of QE being from 344 to 335 A. 

66. The 1100 EST radiosondes at Phoenix (figure 14) .show the 

thunderstorm sounding to be slightly warmer (mostly by less tho.:,_ ::;_ C) 

to 700 mb, thEm at about the same temperature to 250 mb, then coJd er 



to 180 mb, but warmer (as much ·as 4 C) above. At the tropopause 

(about 100 mb in each case) the temperatures are equal again, but 

the thunderstorm. sounding is colder in .the stratosphere. The lapse 

rates are similar, greater than pseudo-adiabatic to about 450 mb, 

stable or conditionally neutral above. 

67. There are no important differences in relatiye humidity 

although the non-thunderstorm sounding has slightly higher·values. 

· In both cases the relative humidities are under 30% to 700 mb, and 

30 to 40% above that level. Neither do the c.omputed values show the 

usual differences: 

Phoenix - 1100 EST 
Mean w To P at P at P at Pat 

1st 100mb c F CCL LFC LCC CCC 

· Thunderstorm 8.8 49.0 120 580 540 250 205 

Non-thunderstorm. 8.8 49.0 120 580 500 290 225 

68. On the Rossby diagram (lower half of figure 13), the 1100 

F.ST thunderstorm sounding is sho"Wll to be conveotively unstable to 

6000 m, except in the layers 500-1500 m and 2000-2500 m, with QE 

decreasing fro~ 343 to 334 A. The non-thunderstorm sounding is 

oonvectively unstable to 5000 m, except in the layers 500...;1500 m 

and 3000-4000 m, with % decreasing from 341 to 335 A. 

69. Although the negligible differences exhibited above indi-

ce.te that the sounding is. a poor guide to thund·erstorm forecasting 

at Phoenix, a closer scrutiny of the data salvages some useful details. 

Although the T0 values are exceptionally high and too infrequently 

equaled by observed surface maximum temperatures at Phoenix, they are 

effectively reached With sufficient frequency at nearby elevated 



stations to account for observed thunderstor.m frequencies. A considera-

tion of the daily maximum temperatures attained at cooperative stations 

in Arizona 5000 feet, or more, above the level of Phoenix (1100 feet) 

shows that they often exceed a T
0 

of 117 F when reduced dry-adiabatically 

to the Phoenix level. ~th elevation a key to its interpretation, even 

the apparently peculiar distribution of relative humidity in the 2300 
. ' 

EST thunderstorm sounding becomes significant because the distribution 

provides relative humidities of over 50% above 10,000 feet rather than 

below. With respect, then, to the elevations of the ground surfaces 

actually involved in thunderstorm formation in this region, the rela-

tiv~ humidities near the surface are about as high as in thunderstorm 

soundings elsewhere. This is not shown, however, by the 1100 EST 

·sounding at Phoenix - but the number of soundings averaged for that 

time is only five. At Phoenix the 2300 EST sounding is also closer 

to the time of occurrence of maximum temperature. 

70. Washington, f. C . The last of the stations for which the 

comparison of soundings vms made was Washington, D. C. Appreciable 

differences between the thunderstorm and non-thunderstorm values can 

be found. Figure 15 shows the 2300 EST thunderstorm sounding slightly 

cooler, as has usually been the case. The temperature difference is 

about 1 C to 300 mb, becoming 2 to 3 C at about 150 mb, which is the 

pressure at the tropopause of the thunderstorm sounding. This means 

' a colder tropopause in the thunderstorm sounding, which differs from 

the condition exhibited at the other stations studied •. However, the 

non-thunderstorm sounding has also a second, higher tropopause with 

a steep lapse rate below it3 while the thunderstorm sounding is 



38 

practically isothermal or even an inversion at the corresponding 

levels, so that the thunderstorm sounding is finally warmer above 

105 mb and actually 5 to 6 C warmer at the pressure of the higher 

tropopause in the non-thunderstorm sounding. No explanation of 

these observations at the higher levels can be offered at this time; 

they are recorded hero to complete the record of the comparisons. 

It should also be noted that the number of observations included in 

the average decreases rapidly at the higher levels. The lapse rates, 

as usual, are in general the srume, greater than pseudo-adiabatic 

between 950 and 710 mb and conditionally neutral or stable elsewhere. 

71. At all but a few levels tho relative humidities are greater 

in the thunderstorm than in the non.:.thunderstorm sounding. In the · 

first case the relative humidities exceed 50% to 500 mb while in the 

second they fall to 49%by 550 mb6 Above these levels, the thunder~ 

storm sounding has humidities varying between 43 and 62% to 300 mb 

while the non-thunderstorm sounding varies between 45 and 54%. There 

is not the sharp difference that is exhibited by the Oklahoma City 

soundings. However, the w values, mostly higher in tho thunderstorm 

sounding, do not differ greatly from tho non-thunderstorm values. The 

computed values compare as follows: 

Washington - 2300 EST 
Moan w Tc Pat P at P at p at 

1st 100 rob c F CCL LFC · LCC CCC 

Thunderstorm 13.4 32.0 90 830 855 205 235 

Non-thunderstorm 12.4 35.0 95 790 760 655 315 

72. The Rcssby diagram (upper half of figure 16) shows convec• 

tive instability in the thunderstorm sounding to 4000 m~ with a GE 
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deoreasefrom 340 to 328 A. The non-thunderstorm sounding is convectively 

unstable to only 3000 m, with a stable layer between 1000 and 2000 m, 

and a total QE decrease from 336 to 328 A. 

73. The pseudo-adiabatic diagram for 1100 EST (figure 17) shows 

the thunderstorm sounding to be 1 to 2 C warmer up to 750 mb, then 

about half a degree cooler to 420 mb, above which the temperatures arc 

equal through an interval of about 70 mb. The thunderstorm sounding 

is again eooler to 135mb, with its tropopause at 155 mb, 3 to 4 C 

cooler than the non-thunderstorm sounding at the same pressure. The 

·non-thunderstorm tropopause is at 135 mb and above that level. the 

thunderstorm sounding is as much as 4 to 5 C warmer. The lapse rates 

aro much the same, greater than pseudo-adiabatic to about 600 mb, 

about pseudo-adiabatic to 350 mb, and less than pseudo-adiabatic above. 

74. Relative humidities in tho thunderstorm sounding are higher 

throughout, greater than 50% to 350 mb, 48% at 300., The non-thundo.rstorm 

values fall below 50% at 700 mb and to about 35% at 300 mb. The w 

values in the thunderstonn sounding are also greater. This fact makes 

for the most striking differences yet observed in the computed values: 

Thunderstorm 

Non-thunderstorm 

Me£L"l w 
1st 100 mb 

.1 

ll.4 

Washington - 1100 EST 
T0 P at P at 

C F CCL LFC 

34.0 93 830 860 

39.0 102 730 None 

Pat 
LCC 

P at 
CCC 

190 195 

None 315 

75. The Rossby diagram (lower half of figure 16),, shows the 

thunderstorm sounding to be convectively u~stable to 4000 m, with a 

~ decrease from 346 to 334 A. The non-thunderstorm sounding shows a 

stable layer betwuen 1000 and 1500 m but is otherwise convectively 



unstable to 3000 m, with a eE decrease from 336 to 329 A. 

76. Of all the stations considered, it is Washington that ex­

hibits the widest gap between thunderstorm and non~thunderstorm values. 

However, the comparisons made above are only a sampling of the total 

field in which comparisons should be made# and they are somewhat 

weakened, in the cases of Washington and Phoenix, by the fact that non­

thunderstorm soundings have not been confined to a synoptic pattern 

producing flow from the south. The natural expectation would be that 

the omission of such a synoptic criterion wo~ld increase the differ­

ences between the two types of sounding. At Phoenix, Where the 

differences are not emphasized, it is probable that other factors, 

such as orography, are important. However, Where the differences are 

almost negligible despite the use of the synoptic criterion, as at 

Omaha, the importance of other factors is also indicated. Such other 

factors are basically dynamic, to be deduced from fUrther synoptic 

considerations to determine the existence of flow patterns effecting 

a steepening of the lapse rate or, a convergence of air that will result 

in its mass ascent. It is the latter which results in the sustained 

lift and the vertical velocity which characterize the widespread 

thunderstorm situation, rather than the temperature difference between 

ascending air and environment which is so neatly established by the 

diagrammatic analysis of the sounding. The assumptions upon which the 

latter analys~s are based are at times remote from reality, although 

the conclusions reached deserve oonsideration.as qualitative guideso 
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Thunderstorm Updrafts 

77• In his experiments with no-lift balloons in England, 

Dobson (26) found upward currents of one to five meters per second in 

the first 500 meters. Aviators engaged in gliding or soaring make use 

of these ascendin~ currents, which they call thermals. Birds soar on 

these currents. According to Lange (27) they are seldom chimneys or 

continuous columns but are rather bubbles repeating themselves at inter-

valso Although practically always in existence, they do not often 

extend very high except on sunny afternoons or When cold air masses 

move over a much warmer surface, with unstable lapse rates resulting. 

If condensation levels are reached, the cumulus formations are begun 

Whose later growth into a thunderstorm depends upon the structure of the 

air above. 

78. vVhen there are upward currents there must also be downward 

currents, but it is aeronautical experience that the latter are gene-

rally spread over larger areas and therefore of lesser magnitude. 

Accepting the vertical motions as adiabatic and the connecting hori-

zontal motions (of both inflow and outflow) as practically isothermal, 

the thunderstorm becomes analogous to a heat engine. Its working 

substance is the atmosphere and its fuel is water vapor. Its heat 

source is the latent heat of condensation of the water vapor, its 

cold source, or sink, the atmospheric environment. It requires an 

impulse to start it - an impulse supplied by insolation, a front, an 

orographic barrier, or convergence. 

79. The maximum eff~ciency of a heat engine can be expressed 

in terms of temperature: 



E = 

where T1 is the higher temperature and T2 the lowero In the thunder­

storm engine T1 is found on the pseudo~adiabat of ascent and T2 is 

the dry-bulb temperature of the environment or its wet-bulb tempera­

ture when sufficient moisture is evaporated to·cool the atmosphere 

to its wet-bulb temperature. Since temperatures on the thermodynamic 

scale are in degrees Absolute and T1 of the order of 300 A, while 

T1 - T2 seldom e;x:ceeds 10 C, the efficiency of the thunderstorm as a 

thermodynamic engine can seldom exceed 10/300, or about 3% ... 

80. In the ideal condition, where the rising air is considered 

as a partie le surrounded by a.n atmosphere colder than itself, the 

upward accelerations are a function of the buoyancy exerted ~pon the 

particle because of the difference in density between the particle and 

its environment. This can be formulated as 

a = Kg 

where a is the acceleration of the particle, g the acceleration of 

gravity, and 

where 

K 
pl - fl2 

pl 

P 1 is the density of the particle and P 2 the density of the 

environment. Since, by the equation of state, the densities can be 

equated to pifRTl and p2/RT2, respectively, and since the particle 

and its environment can be considered to be at the same isobaric 

,, 
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K = 

and a change of sign to give a positive answer for upward acceleration 

yields 

K = or AT 
T 

At any particular level the formula for the acceleration can thus be 

written g ~T/T~ The factor K, it can be noted, does not differ by 

much from the maximum efficiency E of a thermodynamic engine. 

81~ The acceleration thus calculated is greater than actually 

occurs because the basic theory treats the cloud as an infinitesimal 

particle rising through an infinite environment at rest. In reality 

the cloud is not infinitesimal and the upward transport of the cloud 

air is necessarily connected with the dovmward transport of the en-

vironmental air. The latter is dynamically heated until it reaches 

the temperature of the cloud. That is, AT vanishes. Although the 

upward accelerations of the air inside the cloud walls may have been 

ended by this process, J. Bjerknes points out (28), there is still 

room for internal convection within the cloud itself due to the insta-

bility at the cloud top, where the environmental air has not had the 

opportunity to warm by descent. He notes that, visually, the growth 

of the storm cloud takes place by repeated eruptions of cloud material 

from the central core of the cloud. This intermittent growth by 

successive protuberances continues until the cloud top is at the 



temperature of the environment at the top of the positive area. 

82. Another qualifying consideration is that there must be 

interaction between the rising air and its environment. As Shaw (29) 

points out, the kinematic viscosity of air, weight for weight, is so 

high as to be suggestive of pitch •. The initial moving mass becomes 

entangled with its environment. Experiments performed by the same 

" A " (30) author and described in The ir and Its Ways showed that air 

driven by mechanical pressure through an opening carri~d with it ten 

times its own volume of air while its initial velocity was correspond-

ingly reduced. 

83. Neglecting these effects, which all tend to decrease the 

vertical velocity, the theoreti~al velocity can be computed from the 

formula 

v'2 = 2Kgh 

where h is the height to which acceleration is effective. For an 

approximation a mean ~ T and T can be used. If reasonable values of 

5 and 250 A are given to those quantities, h assumed to be 10 km and 

2 g 1000 em/sec , the maximum vertical velocity becomes 63 mps or about 

135 mph. The theoretical level at which it occurs is at the intersec-

tion of the pseudo-adiabat and the sounding at the top of the positive 

area (see figures 2 and 3) while the theoretical level of maximum 

acceleration is where 6 T, the distance between pseudo-adiabat and. 

sounding, is the greatest •. The top of the positive area is also the 

ceiling on the convective acceleration, but the ascent, at the decele-

rated rate, can theoretically go beyond that ceiling up to the level, 

as shown on the diagrams, where the negative area becomes equal to the 
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positive area below. The maximum vertical velocity can also be found 

by planimetering the positive area on a proper thermodynamic chart 

such as the tephigram (which the pseudo-adiabatic diagram approximates) 

and converting to kinetic energy in ergs per gram. By the usual form­

ula kinetic energy is then equal to 1/2 v2• 

84. Vertical veloci+~es of the order computed above, and even 

greater, have been reported· in thunderstorms. That they are not at 

all steadily maintained is indicated in the XC-35 Gust Research Project 

of the National Advisory Committee for Aeronautics ( 3l). In 134,000 

hours of flying time the gust recorders placed on transport planes by 

the NACA recorded maximum vertical gusts of the order of 82 mph (
32

). 

' 
85. A commonly accepted proof of the existence of such high 

velocities is the calculated value of the upward velocity of the air 

current necessary to support a hailstone of density and diameter known 

to occur in nature. The meteorological theory basic to the calculation 

is that the hailstone grows by accretion of liquid water freezing to 

its surface as the result of the hailstone 1 s repeated upward flights 

into regions of liquid, and generally supercooled, water. The ve·locity 

that will support the hailstone is relative and therefore equal to the 

terminal velocity of the hailstone when the air is perfectly still •. 

Bilham and Relf (3S) have computed the upper limits of such velocities 

for hailstones of specific gravity 0.915 and found the· following: 

Diameter (inches) 

1.0 
2.0 
3.0 

Velocity 
fps mph 

73 50 
105 72 
130 89 



The authors indicate that even higher velocities, though not probable$ 

are possible, particularly in the diameter range above 3 inches, if 

sufficient and prolonged turbulence is present to decrease the drag 

coefficient of the stone. Humphreys (34) got similar results and 

classified the three diameters in the order listed above as "very 

connnon," 11 often reported, 11 and ttnot extremely rares 11 adding that di-

ameters of 4inches and over were doubtful although they have been 

reported, and even measured and photographed (35>. Grimminger (36) 

and Koch (3?) also computed velocities of similar magnitude, the 

latter obtaining 11a maximum ascensional air velocity of 200 feet per 

second and an optimum hailstone diameter of approximately 3 inches." 

86. The obvious question, whether it is valid to assume the 

necessary existence of an upward current equal to the calculated 

terminal velocity of the hailstone, has been dealt with by Schumann 

Assuming that the hailstone grows by collecting all the condensed 

(38) 

supercooled water in the volume of air which it sweeps through in its 

dovmward path through the cloud, Schumann shows that, with a vertical 

air velocity of 8 mps, and during a fall from 9 to 4 km, 11 the concen­

tration of condensed water need not be more than i3 gm/m3 to produce 

a hailstone of density o.6 and a radius of 4 cm11 -which means a 

diameter greater than 3 inches. Measurements of liquid-water content 

in the upper air are few, but a recent publication of the NACA (39), 

based on a limited number. of observations by the XC-35 airplane, shows 

a maximum measured value of liquid-water content of .9,.25 gm/~ below 

cumulonimbus clouds. Indirect computations of' the liquid-water content 

can be made from the rate of rainfall observed at the ground. The 

·' 
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reported 1-minute rain of' one inch at Opid 's Camp,. California., on 

April 5, 1926, .f'or instance, indicates a liquid-water concentration of 

over 50 ~m31 on the assumption of an 8-mps rate of fall of the rain­

drops., It is obvious that such concentrations of' water could not be 

suspended in the atmosphere without ascending currents to support them, 

but the velocities necessary to support raindrops are comparatively 

low, .of' the order of' 8 mps.. They will be diaoussed later in connection 

with the formation of rain. 

Convergence Updrafts 

87. The possible vertical velocities theoretically deduced in 

the first part of the last section result from the unstable oh~acter 

of the atmosphere~ When they are approached in nature, they appear to 

be phenomena of small areal extent and short duration, occurring 

spasmodically., However$ large-scale vertical motions are possible 

which are independent of the stability of the atmosphere, although 

they cause a steepening of the lapso rate in the lifted air unless 

tho lapso rato is o.lreo.dy unstable e Tho more important vertical 

motions of this kind o.r:i.ao from the presence of orographic or frontal 

barriers to horizontal flow or from a dynrumic flow pattern producing 

oonvorgonoo of o,ir ill!ilich is compensated by upvro.rd motione In tho 

present state of :meteorological knowledge and meo.suring techniques 

it is possible to mo.ke only approximo.t~ estimates of tho magnitudes 

involvode 

88. The vertical velocity produced by o.n orogro.phio barrier is 

equo.l. to tho component of' tho horizonto.l wind speed normal to the 

barrier multipliod by tho sine of the anglo of' tho orogro.phic slope. 
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Neglecting frictional losses, the result is strictly true only of the 

air in contact with the barrier. In the layers above that, even at 

the same horizontal wind speed, the vertical component must be reduced, 

but in a manner which is uncertain because of inadequate knowledge of 

the streamlines of' air crossing mountain ·oarriers. J. Bjerknes (4o) 

considers it a plausible assumption that the vertical component de-

creases exponentially. For a computation of the effect of :Mount Wilson 

in the Sierra t!!:'3.dre he assumed a halving of the upward component for 

every 1000-m increase in 'elevation. A 50-mph wind flowing over a 1:5 

slope would thus produce a vertical velocity of about 10 mph* which 

would decrease to 5 mph at 1000 m, and so forth. The lowest stream-

lines would follow the slope of the mountain but, higher up, the 

streamlines would become progressive more horizontal. 

89. frontal surface which is presented by a barrier of 

colder, denser air acts like the orographic barrier, but even appro:x:i-

mate computations are complicated by the fact that the frontal surface 

or barrier is in motion~ The ·vertical component of the velocity is 

thus a function of the frontal slope, the wind speed, and the frontal 

speed, both speeds measured normal to the front. Austin (4l) has 

discussed the practical difficulties of this type of computation. In 

any case, the known magnitudes of frontal slopes, which are rarely 

steeper than 1:25, indicate the small vertical velocities possible 

from frontal effects solely. 

* For slopes of 1:5 or less, the tangent of the angle of slope can 
be used with negligible loss of accuracy. 
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90. The measurement of convergence, which should be made through-

out a substantial vertical depth, is beset with even more difficulties 

than the measurement of frontal effects. However, it is possible, as 
(42) 

Brunt and Douglas have done, to compute the approximate magnitude 

of the vertical velocities which can result. 

91. The ideal convergent-fiow model is one of radial inflow 

toward a. center •. There is no atmospheric pressure distribution which 

permits its occurrence as a. steady state, but the pattern is approached 

in a. rapidly deepening cyclonic center, at active wave crests on a 

quasi-stationary front, and possibly in the local or insolational thunder-

storm. In the latter case, the convergent pattern may not be readily 

observed because it is so small, because it is imbedded in a. field of 

tranf?la.tion, and because the Coriolis force acts upon.it to make it 

eye lonic (43). However, if V is the speed of radial inflow at all 

points on a perimeter 2 nr through a cylindrical depth H, the vertical 

velocity at height H is equal to 2HV/r. Figure 18 is a.'diagram showing 

the relation of that verti.cal velocity to the. speed of radial inflow 

for various, comparatively small radii of a cylinder 1 Ian in depth. 

Uniform density was assumed in the computation. (To correct for the 

actual variation of density, the vertical velocity obtained from the 

figure should be multiplied by the ratio of the mean air density of the 

column to the air density at height H.) For a constant value of radial 

inflow, the vertical velocity increases with a decrease in the radius 

of the cylinder and also with an increase in the cylinder height. For 

any heights h other than 1 Ian, the vertical velocities read off the 

diagram should be multiplied by the ratio hjH. Retaining the 1-km depth 



of convergence (which is a common height for the CCL), it can be seen 

that in the 16-mile diameter (13~km radius) of the local thunderstor-m 

cells examined by Brancato (5), a 10-mps (22-mph) radial inflow veloc-

ity would produce only a 1.6-mps vertical velocity at the 1-km level. 

92. There are more common types of convergence than that which 

results, schematically, when the winds from all points on a closed 

curve blow inward. This is, of course, the most obvious example and 

it is the case of radial inflow discussed above~ It is also the first 

type illustrated in figure 19, Where the schematic patterns are taken 

from Shaw and Lempfert (44). The extent of the convergence is indicated 

by the diminution of the area in time from ABCDE to ·A'B'C'D 1E'a A more 

common·type of convergence is illustrated in the second example of 

figure 19. In this case air from one portion of an area is overtaking 

the air in front of it while both are moving in the same direction. 

Thi~ type of flow is usually referred to as a downwind decrease of wind 

and often results from a change of isobaric curvature from anticyclonic 

to geostrophic, or from either to cyclonic without compensating change 

of pressure gradient, air density, or Coriol:l..s force. The extent of 

the convergence is again indicated by the diminution of area from that 

outlined by the unprimed letters to that outlined by the primed letters. 

A common variation of the second type of convergence is sketched in the 

last example of figure 19, where the approach of' air toward a cross-

current results in the diminution of the area. Warm-sector rains south 

of a quasi-stationary front often occur in such a condition$ The cross-

current may act as a barrier to be overrun~ or there may be a downwind 

decrease in the wind approaching the crosscurrent. Both kinds of 
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activity occurred in the situation used to illustrate this type of 

convergence. The weather-map examples in figure 19 are selected from 

periods of heavy rain. 

93. For complete accuracy the computation of convergence 

should include the integration of the inflow around the entire per­

imeter of the area considered as well as through the effective depth, 

procedures of no little-practical difficulty. Often, however, it is 

possible to approximate the real condition by assuming a simple down­

wind decrease of' wind over a square or rectangle, since the inflow or 

~utflow across the sides parallel to prevailing direction of wind is 

comparatively negligible.. In such a case, the mean vertical velocity 

at the height through which the convergence or downwind decrease of 

wind is effective, is equal to ~ VH/Y, where ~ V is the difference 

between the mean horizontal inflow and outflow velocities through 

height H and across distance Y. As in the case of radial inflow, the 

simplifying assumption of uniform density is retained, so that the 

result should be multiplied by the ratio of densities, as before. 

Where H is unity in the units used, the vertical velocity becomes 

the decrease in wind divided by the distance through which the decrease 

is accomplished. Figure 20 shows the relationship between vertical 

velocity and the downwind decrease of wind for a height of 1 mile and 

various values of the distance Y. For other heights h, the vertico.l 

velocity read off the diagram should be multiplied by the ratio h/H. 

The vertical velocity, for a constant value of ~ V, increases with a 

9-ecr~a.se in Y or with an increase in H. The maximum depth of convergence 

(H) and the maximum possible ~ V in th~ minimum Y are thus manifestly 
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problems of crucial importance. 

94. Figures 18 and 20, although based on certain simplifications, 

offer another test of the credibility of the vertical velocities de­

duced from the instability of the sounding or from the terminal veloc­

ities of hailstones. The existence of an upward vertical current 

demands the existence of a field of horizontal convergence to support 

it, whether the convergence be by radial inflow or downwind decrease 

of wind. For specific vertical velocities at certain heights and 

above defined areas, the horizontal velocities that must characterize 

the convergenl'e pattern are indicated in the figures mentioned. In 

either flow pattern, it can be seen, the horizontal velocities or 

velocity differences per unit distance required for the production 

of great vertical velocities appear to ·be so large as to be extremely 

~nlikely in nature except for extremely short durations. 

Thunderstorm downdrafts 

95. Upward currents have been stressed thus far because the 

primary concern of this report is with rain formation, ~hich results, 

for all practical purposes, from adiabatic cooling due to upward 

motion. Before proceeding to the subject of rain formation, however, 

the most frequently observed thunderstorm wind should also be con­

sidered. Often called the thunderstorm squall wind, it is usually 

experienced as a cold surface current proceeding outward from the 

storm in violent gusts and often accompanying the heavy rain. It 

can behave as a minor cold front, acting both to generate further 

thunderstorm activity in advance of the parent cell and to inhibit 

further activity in the rear by cutting off the supply of warm air 
(45) 
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96~ It is originally a downward current that spreads ou:t hori-

zontally, and most actively in the direction of storm movement, when 

it reaches the ground surface. It is a by-product of the heavy rain 

rather than a part of the cellular thunderstorm circulati~n, whose 

compensatory downward currents are gentle and spread over a wide. area. 

The cooling of the air column by the heavy precipitation is the most 

important factor in its genesis •. This cooling is accomplished by 

conduction, by melting, and also by evaporation. Brancato (5) has 

demonstrated the importance of the evaporation effect by comparing 

the wet-bulb potential temperatures aloft with the minimum tempera-

tures finally rea.ched at the surface. Figure 21, adapted from his 

paper, shows the close agreement obtained. Similar relationships 

were found in a study of Panama storms (46) and in a study of the 

Pennsylvania storm of July 17-18, 1942 (47)~ both by the Hydrometeoro• 

logical Section. 

97o The accompanying downrush of air is usually attributed to 

the increased air density due to cooling and to the frictional drag 

of the falling rain. However, it is of critical importance, though 

a fact often overlooked, that convective instability achieved by 

evaporation favors a downward penetration of convection if the pseudo-. 

adiabatic process is maintained in the heavy rain. Neglecting 

frictional effects and using the vertical-velocity expression -V 2Kgh 

for a typical situation where t. T was 8 A, T 283 A, and h 4000 m,. 

Brancato (5) obtained a 37.4-mph mean velocity, to which was added an 

assumed 15-mph speed of the thunderstorm relative to the earth's 

surface, giving a squall wind of 52 mph - not an unusual observed 

velocity. 
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98. One of the effects of the downdraft is the sharp pressure 

rise which accompanies it - the "thunderstorm hump" on the barograph. 

Accepting Levine's (48) suggestion that the pressure rise. is less an 

effect of increased hydrostatic pressure than an effect of the ver­

ticalacceleration, Buell (49) has computed the possible vertical 

velocities based on the magnitude of' the pressure rise. He obtained 

values varying from 29.4mph for a 1.()-mb rise to 58.8 mph for a 

4.0-mb rise. (Part of the pressure rise might also be accounted for 

by convergence in the lower layers of. the atmosphere, temporarily 

uncompensated by the divergence aloft which accompanies widespread 

convergence situations.) 

Rain formation 

99. For the computation of the pseudo .. adiabatic curve it is 

assumed that the water is entire~y vapor until lOQ% relative humidity 

is reached, at which point it changes to liquid (supercooled, rather 

than ice, at temperatures below :freezing), and that all condensation 

products fall to earth after formation. Some of these assumptions 

are contradicted by the results of· recent investigations and observa-

tiona, but the thermodynamic computation is not greatly affected. 
(50) 

The latest findings, some still debated, are summarized by Byers , 

Brunt (5l), Simpson (52), Hcughton (_53), and Taylor (54) .. 

100. It has be-en shown that condensation to the liquid phase 

is possible only on specific hygro~copic nuclei, the process being a 

continuous one beginning at relative humidities below lOQ% but be­

coming most rapid in the neighborho~d of 100% and higher. Specific 
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sublimation (or crystallization) nuclei are required for condensation 

directly to the ice phase. As far as is known, more than a sufficient 

number of condensation and sublimation nuclei are usually present, but 

sublimation nuclei are less numerous and the existence of liquid drop­

lets at temperatures below freezing is so common in the atmosphere that 

it is regarded as the rule rather than the exception. The clouds and 

fogs which form differ·from precipitation only in the size and rate of 

fall of their constituent water droplets. The smallest cloud droplets 

are apparently in a stable colloidal state, their position in space 

depending on molecular bombardment rather than gravity. Even when 

larger, their rate of fall is exceedingly slow and they may evaporate 

within a short distance.. The raindrop can be formed only by further 

growth and coalescence of the cloud droplets. 

101. The growth arises la~gely from the existence of differences 

in vapor.pressure on adjacent droplets. The droplet containing salt 

in solution (the dissolved hygroscopic nucleus) has its surface vapor 

pressure reduced thereby, so that its presence in an environment of 

saturated vapor results in fUrther condensation upon it - but at a 

decreasing rate because the concentration of its solute will decrease 

in the process. The surface vapor pressure of a droplet also varies 

inversely as its raaius of curvature, so that small drops tend to 

condense on larger. Furthermore, because saturation vapor pressure 

varies directly with the temperature, warmer drops tend to condense 

on colder. Most effeqtive of all is the phenomenon of lower surface 

vapor pressure on an ice surface, so that in the triple-phase state 

the ice particle can grow at the expense of hoth the saturated water 



vapor and the supercooled water~ Findeisen (55) gives the saturation 

vapor pressure over ice as 91% of that over water at -10 C, and 82% 

at -20 C. All these processes, especially the last, produce ·drops 

large enough to overtake the smaller.ones in falling; and the further 

growth to the size of observed raindrops is probably by collision and 

coalescence as the larger drops sweep by the smaller ones. Such a 
I 

probability is increased by K3hler's {?6) observation that. drop sizes. 

occur in multiples of a unit size and that the chloride concentration 

of rain water is practically the same as that of cloud water. 

102. The cumulonimbus or thunderstorm cloud originates a~ an 

iceless vmter cloud in its cumulus or congestus phases and continues 

as such to levels considerably above the zero isotherm. According to 

Findeisen (55), it is only at temperatures below -10 C that ice parti-

cles predominate; supercooled drops qf water have been observed at 

temperatures as low as -1$.> C. At some critical stage, apparently the 

temperature range between -10 and -20 C., the cloud containing the ice· 

and water particles is saturated relative to water but so supersaturated 

relative to ice that rapid condensation.takes place on the ice particles. 

These grow rapidly to such a size and weight that they fall through the 

ascending currents, colliding on their way with both supercooled and 

other.droplets which freeze to them. It is alleged that this process 

occurs intermittently or repeatedly as indicated by the structure of 

the hailstone 1 which is often roughly spherical and composed of 

successive layers of clear ice and white ice with a core of white ice. 

The larger hailstones may eventually fall to the ground but the 

smaller ones melt as they fall below the level of the zero wet-bulb 
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isother.m (°C), usually £orming several drops because the liquid dropc 

has a limiting size above which it is broken up by its passage through 

the -resistant air. 

103. The terminal velocities of raindrops are much smaller than 

those of hailstones. As in the case of the hailstone, the frictional 

resistance offered by the air to the passage of the drop depends upon 

the relative motion of the two. However, beyond a certain point the 

terminal relative velocity of the raindrop, unlike that of the hail-

stone, does not increase with the size of the drop. The drop becomes 

deformed, spreading out horizontally, so that the air resistance is 

increased. Drops greater than 5.5 mm in diameter break up before their 

theoretical terminal velocity is realized. There is no such limit to 

the size of frozen drops. The latest determinations by Laws (57) show 

the limiting terminal velocity of the largest raindrop to be 9 mps and, 

of courseg less for the smaller sizes. Prior to his findings 8 mps was 

considered the limiting velocity. - It is hi·gher in the lower density 

range found in the upper air, the variation being inversely as the 

square root of the ratio of the air densities. At 3 km above the 

surface the limiting ve~ocity would thus be about 11.5 mps. 

104. It is proper to examine the implications of the terminal 

velocity of the raindrop. It is a relative velocity and therefore 

absolutely true only in a vertfcally still atmosphere. It is less in 

an atmosphere having an upward vertical velocity of its ow.n, and 

.greater in an atmosphere having a downward velocity. The heavy ruin 

concentrated in the downdraft of the thunderstorm is apparently un 

instance of the latter type of relative motion. This ousts some doubt 
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on the validity of computations such as the one made in the discussion 

of vertical velocities (paragraph 86), where the liquid-water concen­

tration aloft was derived from an observed rainfall rate and an assumed 

rate of raindrop fall of 8 mps. If the rate of fall of the raindrop 

were greater, the necessary liquid-water concentration would be less,. 

Assuming a 9-mps raindrop velocity with respect to air also moving 

downward at 9 mps, the Opid's Crump rainfall previously cited (paragraph 

86) would indicat~ a liquid-water concentration of 23.5 ~m3 instead 

of more than 50 (!}Jl/n?. as previously computed. However, the fact that 

appreciable condensat.ion can occur only in upward currents, i .. e .. , by 

adiabatic c~oling, and the numerous observations and calculations 1ndi­

cating that vertical air currents much in excess of 9 mps do exist, 

signify that rain already formed will at times remain suspended in 

space because of its inability to fall through an air current rising 

faster than the raindrop's limiting terminal velocity .. · These suspended 

drops finally reach the earth either by being carried along in the out­

flow of air above the region of most active convection or as a result 

of a decrease in the strength of the vertical current. It can be con­

cluded, then, that the so-called terminal velocity of the raindrop is 

not necessarily equivalent to the velocity involved in rain formation 

aloft or to the velocity of raindrop fall.at the earth's surface in 

actual situations .. 

105. If values of moisture content and upward velocity of the · 

air are know.n, the rate of rain formation can be computed. Its 

possible magnitude is of interest even though it does not necessarily 

equal the rate of fall. The total volume of water precipitated in 
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the formation process, minus the amount left in the clouds and evapo-

rated, will eventually fall to the earth, but at a rate which may 

differ greatly from the rate of for.mation. Showalter (58) has proposed 

the following simple for.mula for the rate of formations 

I = 

where· I is intensity in inches per hour, Vz upward air velocity in 

mps, P density of air at the condensation level in kgjm3, w1 the 

mixing ratio in.g/kg at the condensation level and w2 the mixing ratio. 

at the top of the lift. The last two values can be read off the pseudo-

adiabatic diagram, w1 at the CCL or LCL, and ~ at the level of the olotd 

top (figures 2 and 3). For lift to very high levels w2 can be considered 

effectively zero. Since a pseudo-ndiabat of ascent with the ew value of 

26 C is close to the maximum. possible, a w1 of 20 can be assumed for 

convection originating betvveen sea level and 3000 foet above sen level .. 

Air density in this layer would average about 1.1 ~the units above. 

In a rising current of 1 mps, then, I would equal 

1.1 X 20 
7 = :;.14 inches. 

With a vertical velocity of 9 mps, the rate of fo.rmation would be 

greater than 28 inches per hour. 

106. The first is not an uncommonly observed point rate of rain­

fall arid has i~ fact been approached for an hour's duration in the 

' United States over areas up to 1000 square miles. The higher rate of 

28 inches per hour ho.s been exceeded, so far as is known, only over 

"points," that ·is, over extremely small areas, and then only for a 
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duration of' seconds or no more than a f'ew minutes. It is obvious that 

· the vertical velocities necessary to produce such high rates of' rain~ 

f'all, if' they are considered to be also rates of' formation, wouldj in 

f'act; prevent the f'all of' any of' the rain through the region of' the 

vertical current. The f'all would occur elsewhere or when the vertical 

current subsided. 

107. Bentley (59) • in the early years of this century, noted the 

"seemingly inexplicable" descent to earth, simultaneously with vastly 

larger drops, of' n~rous minute drops so very light that they descended 

slowly. This phenomenonp he concluded, furnished reasons f'or supposing 

that the air directly beneath such showers does not move violently 

upward, although such heterogeneity of drop size can also be attributed, 

in part, to the shattering of' drops in f'all. It can further be shown 

that even the existence of' a gentle upward current, constant over the 

area considered and allowing all but the :~!lost microscopic drops to fall, 

does not necessarily imply a uniform distribution of drop sizes in the 

rain reaching the ground.. Drops of' different sizes will have different 

rates of' fall; though formed at the same upper level, more large drops 

will fall to the surface per unit time. Amore effective concentration 

of rainfall at the ground results from the fact that, in the same 

vertical distance, a horizontal air current transports the slowly fall­

ing small !lrops horizontally farther than the rapidly falling large 

drops. A shear of' the horizontal wind with height would also affect 

the surface distribution, even if' the raindrops wore homogeneous in 

size. In a paper previously mentioned (4o), J~ Bjerknes found it 

necessary to make the simplifying assumption of' such "homogenized" 



rain, since useful measurements of the frequency of various drop 

sizes in rain are not available. 

108. It is possible, under certain circumstances, to neglect 

the complexity of actual rainfall phenomena, as discussed above, and 

yet arrive at a method for the computation of rainfall,· both maximum 

possible and actual. Such a method has been described in previous 

reports of the Hydrometeorological Section on the Ohio River above 

Pittsburgh (60)and on the Sacramento Valley of California (6l) 

Both on empirical and theoretical grounds, it was assumed that the 

water'vapor entering a region is most efficiently processed in a 

convective flow model allustrated in figure 22,taken from the 

Sacramento report) which is dimensionless except for the height of 
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convection and for the relationship between the height of the conver-

gent layer and the height of convection, a ratio of 1:3. The heights 

are a function of the dew points in saturated air at 1000 mb. For 

the computation, then, it is necessary to consider only the horizon-

tal convergence of air (or its contained moisture) into the region. 

It can be shown that the results of such a camputation are not sig-

nificantly different from the results obtained by use of formulas 

involving vertical velocities. 

109. In the convective-cell model shown in figure 22, the 

difference between the precipitable-water content of the convergent 

layer and that of the outflow layer is called the effective precipi-

table water, WE• For a surface dew point of 75 F, with the air 

saturated and in pseudo-adiabatic equilibrium, WE equals 1.65 inches. 

The maximum average depth of rainfall over.a rectangular area across 
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which such air was flowing would be 11 ~/Y per unit time, where 11 V 
' ' 

is the net inflow velocity or.the difference between inflow a.ndout-

flpw velocities in the distance Y. I£ the area is a 10,000-square-

mile square, Y is 100. Using a 6 V of 20 mph, then, the formula 

yields: 

20 x 1.65 = 0.33 in/hr 
100 

The formula for vertical velocity in such a case is t:. VJ:I/Y.. The 

height of the convergence layer~ as assumed in the Hydrometeorological 

Reports referred to, is apout 2 miles. This becomes H in the equation 

and the vertical velocity at height H then becomes 20 x2/100, or 0.4 

mph. However, the total height of the convective cell is 6 miles. 

Correcting the vertical velocity for density·variation and entering it. 

in Showalter's formula for intensity (58), the expression becomes 

(~ P .. ). 
'y p) 

The density at height H (i.e.,p) cancels out. Also, since layers 

instead of particles of air are being considered, mean mixing~ratio 

·values in the inflow and outflow layers of the cell are used. Sub-

stituting the appropriate numerical values from a pseudo-adiabatic 

diagram, and converting from mph to mps,.the intensity of rainfall 

in inches per hour becomes 

0o4 X 1.0 (15. 7 - 3.2) = 0. 32 
2e2 X 7 

which is in close agreel!lent with the value previously obtained. 

110. By either method, then, a valid computation of the average 

rainfall depth over 10,000 squar~ miles is possible. The distribution 



of the rainfall within that area, however, cannot be determined so 

easily. It is, in fact, the experience of the Hydrometeorological 

Section, that the WE method of computation is best adapted to areas 

of approximately 10,000 square miles (with dimension Y probably not 

less than 50 miles) and durations not much less than 24 hours, although 

the shorter durations are not too great a handicap. The co~plications 

of raindrop velocities, sizes, and trajectories need not then be con-

sidered because for such areas and durations the complications are 

not reflected .in the average depth. The area of the rainfall in a 

local thunderstorm or the area of locally intense rainfall in a 

general thunderstorm situation is, however, so small that the compli-

cations limit the applicability of any formula based on inflow or 

vertical velocities. In discussing the margins of safety to be used 

in excess of computed rainfall values, J. Bjerknes (40) has stated 

the margin applicable to a "cloudburst of a few minutes" as "incal­

culable." Because of the,inadequate knowledge of the complications, 

the problem of the maximum possible rainfall for small areas and 

short durations must at this time be approached statistically, that 

is, by the collection, envelopment, and reasonable adjustment of 

known rainfall data. This is discussed in Chapter IV. 

Thunderstorm-cell models 

111.. Many models of the cellular ofrculation in a thunderstorm 

have been proposed. Though schematic, they all point to complexities 

that are unresolved.. Besides furnishing the areal rainfal~ distribl?-­

tion which is the special concern of this report, the model should 
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also fulfill other requirementso For all ascending air there should 

be a return flow of descending airo All accelerations upward should 

be compensated by convergence of mass.from the surroundings. T.he 

sharp barometric rise in the thunderstor.m should be accounted for. 

Sufficient moisture should be provided to supply the rain~ The model 

should suit the synoptic conditions Which release the energyo These 

a.re not all the requirements, but no proposed model reconciles all of 

them. 

112. Perhaps the best-known model is the so~called Benard cell, 

observed experimentally in the laboratory by Benard and brought to the 

. . . (62) 
attent~on of meteorologJ.Sts by Brunt . Benard showed that when a 

shallow layer of volatile fluid is cooled at the upper surface by 

eva~oration, the liquid forms a number of separate cells in each of 

which there is upward motion at the center, divergence at the top, 

and de.scending motion in the outer portions. The convective cell of 

figure 22 approximates the central portion of the Benard cell~ The 

diameter of the latter is about 3e5 times the depth of fluid but'the 

cell is non-existent below a critical depth. of fluid. It is hexagonal 

in shape in very steady conditions and becomes drawn out into long 

strips when a motion of translation is imposed., Brancato (5) 
suggested 

that in the atmosphere the equivalent of the liquid depth is the height 

of the instability layer, that is~ the height of the positive area. 

In the maximum case this would also be the height of the tropo.pause, 

about 9 miles.. The cell diameter would then be about 32 miles and 

the diameter of the cumulonimbus cloud, coinciding with the region 

of upward currents, about 16 miles. Assuming that the rain falls 



from about two-thirds the width of the cloud, the instantaneous rain 

pattern would then have a diameter of about 12 miles~ The latter 

dimension was borne out approximately by the half-hourly 0.1-in. 

isohyets of summer thunderstorms in the Muskingum Basin. 

113. It would be wrong, however, to conclude that this is 

either the average or the limiting size of the individual thunder-

storm cell or of its rain pattern. It is merely a commonly observed 

size in a frequently occurring type of thunderstorm celle In the paper 

referred to (5) it was pointed out that the tendency for thunderstorms 

to develop into groups or families complicated the investigation of the 

areal extent of individual thunderstormso As a matter of fact, the in-

vestigation is complicated to the extent that the very existence of 

individual cells in the widespread thunderstorm situation cannot be 

proved. Furthermore, the local storm, which produces an isohyetal 

pattern·that can be reasonably delineated as a unit, not only does 

not equal the widespread storm as an areal-rainfall producer (which 

was naturally to be expected) but it also does not equal it.as a 

point-rainfall producer. Examination of all the published half-hourly 

isohyetal maps of the Muskingum area for the summer months indi·oated 

that the highest average and extreme half-hourly amounts at individual 

stations occurred in situations where the rain was so general that 

the delineation of individual cell patterns was impossible, whether 

the assignable meteorological cause was frontal or otherwise. The 

short rainfall period used seems to rule out the possibility that 

the higher amounts are largely due to the chance suooessionof indi.., 

vidual cells over the same pointo Unfortunately, the M.uskingum data 



do not include many examples of excessive rates of rainfall, but the 

observation that the highest point rainfall occurs in the widespread 

rather than the local stor.m is also confirmed by the analyses of major 

storms throughout the United States. While it is perhaps true, then, 

thatthe 11most conclusive results," as the Brancato paper puts it, 

"could be obtained by considering only non-frontal thunderstorms and 

using situations when only a-few thunderstorms occurred within the 

area, 11 it is also true that any conclusions so reached are applicable 

only to a minor rainfall phenomenon. 

114. The synoptic pattern most often characterizing the group-

thunderstorm situation is one of convergent flow. The occurrence of 

higher point rainfall in such situations may be taken as additional 

evidence of the probability that the lesser, but more sustained, 

vertical velocities resulting from convergence are actually more im-

portant in the production of rainfall than the greater velocities 

deduced from the instability of the sounding or the ter.minal velocities 

of hailsto~es. It is true, as has been indicated previously, that a 

convergence pattern is difficult both to locate and to evaluate but · 

it is nevertheless usually found in widespread-thunderstorm situations. 

Of late it has become customary to belittle the use of convergence as 

a meteorological cause because it is too often employed merely as a 

disguise for in~dequate comprehension; and an Army Air Forces summary 

of thunderstorms findings (63) says, ironically, "A g·ood explanation 

for any unknown weather phenomenon is 'convergence' or 'instability'." 

However, the possible abuse of the concept does not warrant its 

exclusion from synoptic analysis, or exposition. It is a fundamental 
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dynamic phenomenon, basic even to the frontal causes which have become 

more easily accepted. 

;r 
· 115. Of particular interest to this report are the models, con-

(28) 
structed by J. Bjerknes , of the streamlines of air and precipita-

tion in a thunderstorm cell. They are reproduced in figure 23. A 

central core of upward velocities exceeding 8 mps (i.e., exceeding the 

limiting terminal velocity of raindrops) is assumed. Thus the central 

portion of the storm area is deprived of the precipitation formed in 

and above the zone of maximum upward velocity, and in the stationary 

storm the precipitation would finally c·ome to earth in a r:ing-shaped, 

zone surrounding the central core of rapidly rising air. The' central 

region would not necessarily be completely devoid of rainfall, but it 

would have smaller amounts than its surroundings. From the edges of 

the anvil top, precipitation in the form of frozen particles would 

fall into the clear air, probably to be evaporated. Transport pilots 

have at times observed hail in the clear air :in advance 'of the thunder-

storm cloud 
(63) 

116. The rainfall records of the Muskingum and other dense net-

works were carefully searched for an example of the ring-shaped rain 

pattern, but without success because of the difficulties involved. 

In the first place, a stationary storm is unlikely unless it is oro-

graphic in origin and; secondly, the synchronization of weighing.-gage 

clock mechanisms was so far from perfect that an instantaneous rain-

fall pattern could never be surely delineated. Another fact of equal 

importance is that there seems to be a natural tendency to avoid the 

ring-shaped pattern in drawing isohyetal maps. A test was made in the 
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Hydrometeorological Section by plotting a reasonable distribution of 

rainfall ~ounts in such a way that they could have fallen as part 

of a true ring-shaped patterne Members of the Section were then·asked 

to draw isohyets, their·only other information being that the rain 

fell from a local thttnderstorm during a short period. There were 

several differing results but none was ring-shaped. The differing 

patterns are compared in figure 24. Although the test described is 

not conclusive, it is doubtful that anyone Who is not told to look for 

the ring shape will draw it ~nless the data force it as a ~ique solu­

tion. 

117. Even in the stationary storm, illustrated in the first half 

of figure 23, it can be seen that the concentration of rainfall at the 

ground will differ from its concentration as it is formed aloft. In 

general, however, the storm is imbeddedin a horizontal air stream 

Which carries it along and whose velocity increases with height so 

that the storm cloud becomes tilted in the direction of movement, as 

illustrated in the right half of figure 23. With a central core of 

upward velocities exceeding the raindrop terminal velocities, the 

streamlines of precipitation are further dist.orted to produce a con­

centration at the forward edge of the storm area, a type of concentra­

tion often observed in photographs of active cumulonimbus precipitation. 

Because the intense rainfall at the leading edge of the cloud results 

from a concentration of drops formed in a large volume of cloud, any 

"cloudburst" intensity can be accounted for by constructing a theo­

retical flow model capable of producing the entire voluine of precipi­

tation and allowing the wind to concentrate it over a limited area. 

.. 
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Such a model would not require extreme upward air velocities to 

produce extreme rates of rainfall. The d~fficulty is that the possible 

magnitude of the concentration is unknown except as indicated by known 

rainfall rates. It should be noted, too, that the effect of a vari-

ation in the sizes of the raindrops is ignored in these models. 

118. The small arrow representing air descending from the 

moving storm and blowing outward is the cold downdraft, which runs 
.. 

ahead of the· storm beneath the warm air ascending into the cloud from 

the surface and the storm is apparently regenerated by this activityo 

In the prolonged thunderstorm, then, the convection seems to be of the 

open type, the rainfall itself 1 perpetuating the storm by causing the 

outward-flowing downdrafts, the air in the storm being continually 

replaced as the storm advances. In the local storms selected by 

Brancato (5) two hours was found to be the average duration from 

origin to dissipation, but the conclusion must be limited to the data 

used~ The duration of station rainfall would, of course, be a frac-

tion of that time. Assu~ml ,g that the rain area is constant in length 

in the direction of moveme:'~t, the duration of station rainfall would 

be that length d i Y:l.ded o:;r :~he velocity of the storm's movement. There 

is an equally simple relation between the total area of rainfall, the 

"rain-cell arean, and the yelocity of propagation (5), the limiting 

assumptions being the same~ 

Lightnin~ 

119. It has been suggested that thE) thunderstorm might more 

accurately be called the lightning storm (b4) because the thunder is 
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an effect· of air compression caused by the tremendous and rapid heating 

(hence explosive expansion) of the air by the lightning stroke (65). 

Mechanisms for the generatibn of the electrical charges inducing the 

lightning stroke are still debated and two of the most prominent 

theories are presented briefly in this section. · The reader should be 

reminded, however, that such electrical manifestations are usual but 

not invariable accompaniments of intense rainfall. Cameron (66) has 

noted their complete absence, for instance, in the storm of August "'31 -

September 1, 1942, ~ich produced many record 24-hour rainfall amounts 

at stations in New Mexico. 

120. The Simpson "rupture theori' \)f the origin of thunderstorm 

electricity (67 ) cites as the essential cause of lightning the breakup 

of the raindrop by the force. of convection, the water becoming posi-

tively and the air negatively charged in the process. An electrical 

separation then takes place, the positively charged drops being con-

centra ted a region near the. cloud where ascending currents can 

hold the raindrops in suspension while the negative charge becomes 

attached to the minute cloud particles which become distributed in 

the middle and upper portions of the cloud. The lightning discharges 

are thus from the positively charged lower region of large raindrops 

in the cloud to. the negatively charged upper cloud and to the ground • 

. 121. Wilson's !tcaptun theory" (68) takes into account the 

previously existing'atmospheric gradient, which is positive toward 

earth. In such a fie;ld the lower surface of the drop becomes 

positively polarized, the upper surfaco negatively polarized. 1JThen 

the velocity of the drop exceeds the velocity of tho ions driven by 
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the field, the descending positive ions will not overtake the drop, 

while the ions overtaken by the drop will be repelled by the positive 

charge on the lower surface. The upward-moving negative ions, however, 

will be attracted to the lovrer surface, the drop finally becoming 

negatively charged. The final distribution of charges within the cloud 

will thus differ from Simpson's, being negative in the lower porti~ns~ 

positive at the top, ~d neutral between. 

122. Weaknesses have been pointed out in both theories. The 

discharge from cloud to ground is inadequately explained by Simpson. 

Wilson does not explain the absence of lightning when drops largo 

'enough to fall rapidly are formed in other than-thundorstor.m situations. 

Further observations (69) have indicated, however, that Wilsonts distri-

bution of charges within the cloud is probably the correct one. 

Byers (70) emphasizes that the later findings also show that the region 

of the strongest positive gradi~nt (midway be~veen the centers of 

positive. and negative charge) occurs at about the level of the -10 C 

isotherm. This is the region also characterized by tho coexistence of 

the liquid, solid, and vapor phases of water, a region already con-

siderod of critical importance in tho formation of rain. Any causal 

relation between the triple-phase state and the electrical distribution, 

however, is unknown. 

123. It is a possibility, though; that the position of the 

icing level (LICL) with re~pect to the positive area of the unstable 

sounding bears some relation to the occurrence of hail, lightning, 

and thunder. In both Simpson's and Wilson's theories, a shattering 

of the raindrop is a factor in the distribution of electrical charges. 



72 

If the LICL is near the·top ofthe positive .area, that is, at about 

the height of the maximum vertical velocities, there .will be plenty 

of opportunity for the shattering of raindrops below the freezing 

level but little opportunity for further freezing since the veloci­

ties will rapidly diminish above that level. The result will be 

ligh~ning (and thunder) but no hail. If. the LICL is near tho base 

of tho positive area, there will be little shattering of raindrops 

because they will freeze early and be borne aloft as frozen drops. 

Tho result might then be hail without thunder. However, if the 

vertical velocity at the LICL is sufficient to suspend and rupture 

drops and the LICLis at the middle of the positive area, then there 

is opportunity for both thunder and hail. 

The tornado 

124o Except in rare cases tho tornado is associated with 

thunderstorm activity. Tho indications are that it is not in itself 

an event of hydrologic importance although it may be closoly asso­

ciated with thunderstorm conditions producing heavy rainfall. It 

seems that in a tornado tho lift of moist air docs not extend far 

onough above tho condensation level to produce heavy rain. A simple 

rain-producing thunderstorm must carry the moist air to heights 

above the icc-crystal level in order to produce appreciable rain. 

125. The tornado occurs in a variety of synoptic situations 

but. widosprco.d tornado situations are found almost exclusively in 

tho vicinity of a front, that is, near a junction of air masses 

either at tho surface or aloft. There seems to be no nlocal" tornado 
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comparable to or associated with a local thermal thunderstormo One 

theory assumes that its peculiar, fUnnel-like cloud formation is the 

bending to earth of the squall· cloud- the rolling, cylindrical cloud 

formation often seen at the leading edge of the active cumulonimbus 

or ·at the cold front (7l) The horizontally elongated structure of 

the cloud in many photographs seems to bear out this theory~ With 

the rising motion in the forward portion of the squall cloud, it can 

be seen that the rotation will be anticyclonic when the squall cloud 

dips to earth on the right of the advancing current and cyclonic when 

on the left. Very few instances of an anticyclonic whirl have been 

observed, however, and those observations are considered doubtful. 

The important fact may be that the tornado also occurs invariably in 

a field of motion induoin~ cyclonic vorticity. 

126. Thermodynamically the tornado has usually been assumed to 

result from very great atmospheric instability, and, in fact, obviousl~ 

resulted from such a condition at San Luis Obispo, California, in 1926, 

-.:~.. t d t d b an o:t·l f:t. re (72), and at Tokyo a.t ru1en orna oes were genera e a ove 

the time of the earthquake and fire of September 1923 (73). Brunt (73) 

has computed the rotational velocities that might have resulted from 

the oil-fire instability and has found them to be of the same magnitude 

as those estimated from evidence of destruction by tornadoes, i.e., 

velocities of about 300 mph. 

127. Using data collected by the Hydrometeorological Section, 

Showalter (74) has recently advanced a theory of tornado genesis which 

seeks to reconcile the three striking meteorological features which 

have usually been noted in connection with, or in the vicinity of, a 
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tornado situation. These are the presence of a dry inversion or stable 

layer above a layer of moist air at the surface, the presence of dry 

air above the inversion, and the occurrence of hail in the vicinity of 

the tornado. 

128. .~ schematic version of the typical sounding in a tornadb 

situation, showing the temperature and wet-bulb lapse rates, is given 

in figure 25, reproducedfrom Showalter's paper. In the figure, layer 

AB has a high moisture content and is convectively unstable., It must, 

however, be lifted above point D (LFC for point B) .before free convec­

tion of all parcels within the layer can take place. BC is the stable 

layer or inversion. It is also convectiveiy unstable, and markedly so, 

because of the rapid decrease of moisture with height• CD has low 

moisture content and is conditionally unstab,le, its lapse rate approach­

ing the dry-adiabatic. 

129. Comparison with the section of figure 5 illustrating con­

vective instability attained by evaporation shows that evaporation 

concentrated in the layer BC will result in a cooling of C to C' and 

a superadiabatic lapse rate immediately below C 1 • A new inversion, as 

shown in figure 5, may develop immediately above point C1 • Violent con­

vection or overturning will result but only its penetration downwarsl 

will be favored. Above, there will be the. inversion lid preventing 

penetratio~. It is argued that this condition forces the potential 

energy to be released over a small vertical extent and therefore in a 

short time and over an area of small diameter; the vertical constraint 

on overturning results in the tornadio whirl. 
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130. The evaporation must be from precipitation falling through 

the layer BC. The precipitation can result only from a forced convec-

tion, that is, from the mechanical lift of air within layer AB past 

point D by convergence or a front. It is. not likely that insolation 

could wipe out the inversion. But, at a front or in the convergence 

zone associated with a front, there can occur the forced convection 

past point D, already at a· temperature below freezing, producing the 

thunderstorm and the hail. The hail is of importance because its 

melting results in a sharp discontinuity of terminal velocities, since 

raindrops fall at a much slower rate than hail. If this discontinuity 

occurs in the region of layer BC, the evaporation may be concentrated 

in that layer, with the consequent release of convective instability 

already mentioned. 

131. The theory thus requires that the thunderstorm occur before 

the tornado, that the thunderstorm be the frontal or convergent rather 

than the insolational type, and that hail accompany the thunderstorm. 

With few exceptions, these are the conditions reported in tornado 

descriptions. 
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CHAPTER II 

moNDEBS TORM C LIM.ATOLOGY 

Years of record 

133. Before proceeding to a description of thunderstorm distri-

bution in the United States, it is profitable to examine the type of,, 

frequency value used and'the period of record which may provide an 

acceptable normal. The record most available is that of the average 

number of days with.thunderstorms per month and per year. The lengths 

of record vary and suspicion has been cast on the record prior to 1904 

(1)* 
by Humphreys • The comparative-data summaries issued periodically 

by the first-order stations of the Weather Bureau are based on total 

records sometimes beginning as early as about 1870. The annual-distri­

bution map on page 729 of 11 Climate and Mann (
2

) ~s ostensibly based on 

the period of record 1899-1938 but examination of the basic data 

submitted by the stations contributing to thts summary indicated that 

many stations used their total record rather than their 1899-1938 

record. However, unless the record terminated many years before 1938, 
' 

this did not make too much practical difference. Consideration was 

given to the weakness of the early record by Alexander, whose three 
(3) .·. 

decennial papers on thunderstorm distribution in the United States 

included no data prior to. 1904. His last paper brought the summariza­

tion up to 1933. For this report his tabulations are brought up to 1943, 

making a 40-year record. 

* References listed numerically at end of chapter. 
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134. Because many stations had been opened and closed during 
. 

this period, some criterion was needed to determine how short a record 

should be included in the final summary. In·some sections of the 

country, however, the distribution of thunderstorms may be so erratic 

that any length of record would be more useful than none- at all - at 

least as a guide where oi:iherwise there would be no data. Because of 

the limitations of time, the test of the reliability of the mean was 

limited to the compactly summarized data for Kansas City (4). Figure 

26 is a graphical analysis of the variation .of thunderstorm-day 

occurrences at Kansas City, the annual record and the maximum-month 

(June) record being illustrated. The annual occurrences during the 

50 years deviate on the average 6. 9 days from the final mean of 56.1, 

the extreme deviation being 24.1. The 1904-43 mean is 56.2.' The , 

average June deviation is 2.5 from a mean of 9.9, the extreme deviation 

being 10.1. The graph of progressive annual averages shows a comparative 

steadiness of the mean after about 10 years, while the moving 10-year 

averages give some assurance that with such a length of record, particu-

larly in the 20th-century era of more accurate observations, there is 

at least an even chance of ,an acceptable mean. The 10-year annual mean 

deviation from the final mean is only 2.9, the extreme 7.5. The 

deviations are equal to or less than the mean deviation in 56% of the 

cases. The mean deviation of the 10-year June averages is only 0.6, 

the extreme being 1.5. In 54% of the cases the actual deviations are 

less than the mean deviation. A 10-year record was thus considered 

acceptable for this study. 
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Distribution of thunderstorm days 

135. Figure 27 shows$ by histograms, the monthly variation of the 

frequency of thunderstorm days at some 200 stations in the United States. 

MOst of the data for the chart were obtained fro~ the periodical station 

summaries ("comparative datatt), discussed in the previous section, the 

first year .of record varying widely and the final year of record varying 

in most cases from 1938 to 1942. Some additional data were obtained 

from the 1930 Section Summaries of Climatological Data, and some by 

mail, for stations no longer operating. A few California stations 

were added from an unpublished compilation by L. G. Gray, on file at 

the San Francisco Weather Bureau Office. 

13 6o The chart shows a gradual confinement of thunderstorm 

activity toward the midsu:rrnner maximum westward and northward .from the 

Gulf of Mexico. There are exceptions to the trend, however. Pacific 

Coastal< stations have their maximum thunderstorm activity in the 

winter although the actual numbers of occurrences per month are too 

small to appear on the chart. Texas stations and some island or ex­

treme coastal stations on the Atlantic are characterized by rather flat 

histograms$ although close inspection of the data reveals May as the 

peak month characterist:l,c of most of Texas. Another variation o.f the 

trend is that in the region directly north of the Gulf there is greater 

winter thunderstorm activity on the w~st side of the Appalachians than 

on the east at the same latitude. From the Rockies westward there is 

almost no winter activity except along the extreme Coast. In general, 

however, the monthly variation in thunderstorm days corresponds to the 

monthly variation in the altitude of the sun. 
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137. c .. E.P. Brooks (5) has shovm that the latitudinal decrease 

northward of thunderstorm activity is characteristic of the global 

distribution. In the United States such a decrease is maintained in 

general, but several distorting influences are imposed' on the annual 

pattern, and especially on some of the monthly patterns. In the Far 

Western States the annual pattern shows a distinct decrease of fre-

quency toward the Coast.· Such a gradient arises from the fact that 

the thunde.rstorm activity in that region, with the exception of the , 

immediate Coast, on the extent of westward displacement of the 

· Atlantic High or summer midcontinental high-leve.l anticyclone 
(6) 

Even though the current displaced, is from tl-~e south, ·and therefore a 

diminishing source of moisture as it goes northward, its east-west 

displacement is the more important factor. The south-north ·gradient 

of thunderstorm activity is also varied by a sharp secondary maximum 

in annual frequency over the southern Rockies, an effect of the oro-

graphic barrier intercepting a northwestward trajectory of air from 

the Gulf of Mexico. There is also a longitudinal decrease westward 

across the Plains States and~ associated with it, what might be 

called a sustained activity northward.through the Mississippi and 

Missouri Valleys. It will be shown later in the analysis of the 

diurnal variation of thunderstorm activity, that the Plains States 

and the Upper Missouri and Mississippi Valleys are also the region 

of tne maximum occurrence of nocturnal thunderstorms. Means (7) in . , 
an analysis discussed in the diurnal-variation section, has shown 

that a regional summer flow pattern, .not operative on the same scale 

elseWhere in the United States, is largely responsible for the 

• 



nocturnal maximum and, hence~ also :for the apparently excessive or 

nsustained 11 activity. The distortions mentioned are more easily 

visible, both annually and monthly, in figures 28through 31. These 
>';'-

charts also make obvious what only a close scrutiny o:f :figure 27 can 

elicit; the month of mean maximum thunderstorm activity is not the 

same at all ons. It will be demonstrated later that this varia.., 

on has a consistent geographical pattern. 

138. the charts in :figures to 31 the most acceptable 

"averages were e obtained :from the record sinc.e 1904, i.e., :fr-om 

~ tabulation, brought up 
. {3) 
date, o:f the data collected by Alexander • 

Although Alexander 1 s maps were avai 1able through 1933, his totals for 

each station were available only through 1923, published with the 

second o:f his papers on the subject. These totals were accepted as 

pub shed, except in the .few s where other uses of the data 

reiffl disc ies great enough to require checking. The next 

20 years of record were obtained from the oro logical YearbOoks 

(formerly Reports of the Chief of the Weather Bureau) through 1940 

and :from the manuscript pages of the unpublished Yearbooks :for 1941._;43. 

of purposes of table 1 is to make available the final totals 

for future use. 217 stations used in :figures 28-31,. inclus~ve, 

are listed in table .the total length of record in whole 

indicated for each stati Table 2. lists the maximum 

numbers of days with thunderstorms, for each month and 

at each of 217 stations for the period o:f·record i~dioated. 

139. From the tabulation of total occurrences, annual and 

monthly means were computed and plotted. The isoceraunics, i.e., 
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TOTAL 'l'!lll'NDERSTORII. DAYS, 1904-~ 

Station y,. •• J F )( A. )( J J A. s 0 N D .&an. 
·-~ 

Abilene, Tex. 40 27 41 .91 166 302 250 211 227 124 94 44 26 1623 
Albany, N. Y. 40 5 3 25 61 140 242 292 198 105 30 10 5 1116 
Albuquerque, ll, llex. 12 2 4 11 27 56 78 168 169 74 35 5 5 634 
Alpen•, 1!1eh. 40 1 2 37 70 156 208 248 199 142 43 15 4 1125 
Amarillo, To". 40 7 9 34 111 26o 273 291 283 158 98 17 2 1541 
Amlieton, Ala. 25 23 "Jl 104 129 192 313 369 305 165 41 25 29 1752 
Apo.lachieol•, Fla. 18 32 40 67 62 86 220 323 291 190 32 21 23 1387 
Asheville, ll, c. 40 12 22 82 128 287 459 :;:;o 419 187 30 9 7 2172 
Atlanta, Ga. 40 32 64 150 169 26o 435 554 426 186 36 26 30 2348 
Atlantic City, N. J. 4D 7 23 45 95 144 229 252 209 95 41 18 10 1168 
Au~:Usto., Ga. 40 28 47 103 141 204 387 489 371 167 44 23 19 2023 
Austin, Tex. 17 19 21 56 90. l09 92 90 72 61 35 22 19 666 
Ba.ker, Oreg. 39 0 0 4 36 85 165 151 122 67 15 1 0 646 
l!o.l timore, lid. 40 4 17 52 90 206 269 353 254 115 35 6 7 1408 
l!entcnville, Ark. 17 25 31 79 113 167 195 144 ~ 99 61 38 20 1114 
B1ne;hamton, ll, Y. 40 4 12 42 60 179 240 322 113 40 7 3 1238 
Birmingham, Ala. 40 49 83 lt:e 206 296 491 591 497 266 66 46 47 2810 
Bismark• N~ D&k. 40 0 0 l 35 149 281 333 262 116 26 1 0 1204 
Block Island, R. I •. 40 4 16 41 68 103 140 167 167 71 ;6 24 4 841 
Boiee, Idaho 4D 4 7 :;o 51 121 145 129 103 69 23 9 4 695 
Boston,- !lass,. 40 4 4 31 42 112 153 200 165 79 19 5 7 821 
Broken. Arrow, Okla. 12 11 13 53 102 112 123 99 105 70 50 23 13 774 
Bro1msville, Tex .. 21 6 10 27 48 95 61 97 36 101 ;a 9 17 595 
Buffdo, N. Y. 40 1 16 52 68 174 22o 265 220 140 66 30 5 1269 
l!urlington, Vt, 38 2 1 17 38 139 225 301 223 113 39 3 2 1103 
Cairo, Ill. 40 55 64 167 240 331 417 390 334 217 86 69 35 24D5 
Canton, ll .. Y. 37 ; 7 29 47 109 181 252 193 112 52 ll 1 999 
Cape Henry, Va. 36 11 29 78 1}0 217 327 31:12 296 136 44 18 11 1679 
Cape Yay, N. J. 22 4 13 25 61 64 121 144 112 51 12 8 1 616 " 
Charles City, Iowa 39 3 5 43 117 247 317 321 282 197 83 23 2 1640 
Charleston, s. c. 40 2? 68 .89 13? 234 377 495 466. 220 48 29 20 2204 
Charlotte, N. c. 40 16 40 99 133 235 387 478 3"Jl 154 37 20 12 1968 
Chatto.noog•, Tenn. 40 30 61 165 187 283 457 493 4;\1 202 4:> 32 22 2406 
Cheyenne, Wyo. 40 0 0 6 100 268 4"Jl 548 468 188 38 0 0 2093 
Chicago; Ill• 40 14 21 89 133 223 306 288 273 184 75 37 ' 1646 
Cincinnati, Ohio 40 24 31 128 161 284 368 451 313 200 72 27 18 20'Jl 
Cleveland, Ohio 4D 9 22 73 114 201 26:; 314 225 163 81 27 7 1499 
Columbia, llo. 40 " 

.40 126 206 337 391 336 359 234 111 66 22 2256 
COlumbia., s. -c. 40 22 37 86 149 239 388 485 393 175 34 15 15 2025 
ColUmbus, Ohio 40 17 26 112 146 250 ;)78 3139 276 164 "Jl 32 10 1859 
Concord, II. H. 35 2 1 15 29 100 143 208 168 76 19 5 4 78o 
Conoordia., Kans. 40 2 11 55 149 263 363 332 351 213 85 29 7 '1880 
Corpus Christi, Tex. 40 31 44 94 138 234 163 201 169 235 101 44 47 1501 
Dallas,. Tex. 30 52 65 .25 200 247 214 162 169 118 96 52 51 1551 
Davenport, Io- 4D 8 19 . 76 143 272 345 322 296 211 84 40 ll 1827 
Dayton, Ohio 29 14 29 81 119 188 273 271 224 133 51 23 9 1415 
Del Rio, Tex. 38 .13 21 56 130 182 123 123 108 81 61 26 16 940 
Denvf!'r ,_ Colo. 40 l 1 21 81 242 407 501 462 181 41 2 1 1941 
Des Yoinea, Iowa .40 7 10 eo 155 275 369 347 320 2lll! 118 35 5 1963 
Detroit, !Uch. 40 1 23 71 lll 201 280 287 242 153 74 23 4 1476 
Devils Lake, ll. Dale. 39 0 0 2 :;6 126 277 304 260 110 23 2 0 1140 
Dodge City, Kans. 40 3 6 41 .124 252 379 355 H6 172 65 19 4 1778 
Dre-xel,- Nebr. 10 0 4 17 50 79 1!15 124 117 76 19 6 1 626 
Dubuque; Iowa 4D 3 15 64 135 241 325 317 268 193 80 34 3 1678 
Due W..at, s. c. 11 4 27 48 57 100 148 178 122 88 23 7 14 816 
Duluth, llinn, 40 2 3 13 50 146 26o 274 232 133 45 11 0 1169 
Eastport, lio.ine 40 4 :; 13 15 61 117 172 1.12 55 :;:a 10 2 596 
Elkins, w. Va. 40 6 29 71 126 256 373 429 287 166 52 9 8 1812 
Ellen<lale, 11. Dak. 15 0 0 5 23 58 110 116 114 52 13 4 l 496 
El Pa.so, Tex. 40 9 14 27 48 112 1'17 370 375 151 88 18 11 1420 
Erie,. Pa. 40 10 23 62 109 188 250 261 213 l6o 91 28 7 l4D2 
Escanaba, Mioh. 40 0 5 37 6:; 150 242 317 2;6 159 66 18 1 1294 
Eureka, Calif. 40 28 23 16 5 10 2 6 4 14 14 20 26 170 
Evansville, Ind. 4D ;6 li> 142 200 290 366 348 305 198 82 56 31 2100 
Flo.gsto.fi', Ariz. 9 1 4 3 17 21 29 148 177 74 18 5 0 497 
Ft. S!nith, Ark, 4D 62 10 165 253 336 369 301 313 1f17 136 6; 4D 2297 
Ft. Wayne, Ind. 32 10 20 73 107 180 235 257 196 128 59 19 9 1293 
Ft. Worth, Tex. 40 61 78 148 260 338 275 237 ~ 166 130 60 42 2038 
Fresno, Calif. 40 5 18 25 37 27 15 14 5 17 18 9 10 200 
Galveston, .Tex. 40 65 78 101 163 191 186 317 307 244 100 67 82 1901 
Grand H&ven, Mich. 29 4 1; 1.;2 80 136 159 166 l'Jl 115 50 26 5 953 
Grand Junetion, Colo. 40 1 7 33 76 161 207 446 407 203 69 9 3 1622 
Grand Rapide, llioh. 40 7 24 65 115 204 261 274 247 169 83 4D a 1517 .... 
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Te.ble 1 (eontd) 

Station Yrs. J F !.! A M J J A s 0 N D Amt, 

Green Bay, 'lfia. 40 0 13 37 90 179 245 283 232 168 62 19 2 1330 
J,~' Greensboro, N. c. 14 7 17 35 39 w 152 100 . 133 58 14 5 5 71;2 

Greenville, S, c •. 21. 10 23 62 77 147 208 279 201 98 27 8 13 1153 
Groesbeck, Tex •. 12 20 33 58 73 98 w 75 67 68 55 26 22 692 
Hannibal, ldo. 29 15 21 90 125. 196 239 214 224 160 62 31 10 1393 
llJlrrisburg, Pa, 40 5 15 :;a 92 2C6 2fr7 357 266 113 4B 6 4 1437 
Hartford, Conn, 38 6 9 ;6 66 137 198 277 214 96 40 13 6 109a 
Hatteras, N. C. 40 32 4B 96 125 188 250 316 21'11. 147 49 40 31 1586 
Havre • ¥ont. 40 0 0 5 24 111 295 282 213 73 6 0 0 1009 
Helena, Mont. 40 4 0 a 47 2C6 349 409 313 118 20 2 1 1477 
Hou.,hton, Mich. 29 0 :; 19 35 88 139 153 130 100 36 9 0 712 
Houston, Tex. 34 56 72 107 143 192 240 353 328 213 111 56 78 1949 
H11r_on. s.- Dak. 40 0 :; 23 ao 216 356 353 320 186 54 7 0 1585 
Independence, Calif. 20 0 0 1 8 19 24 84 69 19 12 1 0 237 
Indianapolis, Ind. 40 18 31 120 172 269 366 362 302 207 72 50 19 1988 
lola, Kans. 26 14 22 64 132 203 219 189 189 156 77 28 6 1299 
Ithe.ea, N. Y. 35 3 7 29 53 156 210 267 182 119 45 8 2 1091 
Jacksonville' r'la. 4o 41 75 122 164 315 556 752 637 336 86 21 33 3138 
Jupiter, Fla. 10 3 l; 29 35 77 118 150 142 a1 40 a 8 704 
Kalispell, Mont. 40 1 0 6 21 121 205 239 162 66 13 1 0 835 
Kansas City, Me. 40 20 43 121 222 309 402 344 342 255 129 50 14 2251 
Keokuk, Iowa 40 14 33 lo4 167 293 362 335 323 213 108 45 10 20Z7 
Key West, Fla. 40 45 59 77 121 204 ?76 510 540 478 178 40 49 2677 
Knoxville, Tenn. · 4o 16 50 125 182 282 397 449 362 18o 2a 27 17 2115 
1& Crosse, Wis. 40 2 6 4B ll9 264 343 334 293 224 61 23 l 1738 
Lander, Wyo. 40 0 0 2 39 106 202 24b 231 75 11 •1 0 913 
Lansing, Mieh. 33 1 19 58 94 182 255 2~5 217 165 6o 25 4 1315 
LeWiston, Idaho 29 l :; 9 28 bl 102 105 frl 45 15 l 1 458 
Lexington, Ky. 29 20 .35 72 116 190 278 :;oo 227 140 38 2!l 17 . 11;61 
Lincoln, Nebr. 40 3 9 48 l4l 2, 379 350 330 225 86 22 4 1850 
Little Rock, Ark. 40 68 frl 192 278 265 372 368 324 184 99 8.3 60 240o 
Los Angeles, Calif. 40 22 26 43 29 16 10 6 16 19 21 8 20 236 
LoUisville, Ky. 40 40 39 137 176 245 347 349 284 177 6o 44 19 1917 
Ludington, L!ich. 20 2 10 28 55 85 l;ia 137 123 103 42 17 3 743 
Lynchburg, Va. 36 2 9 1;2 74 163 313 331 251 99 19 5 a 1316 
Macon, Ga. 40 37 66 128 174 241 426 531 439 175 45 21 22 2305 
Madison, Wis. 39 3 18 55 133 249 326 324 2a5 lW 75 39 5 1709 
Marquette, Mich. 40 0 2 24 :;a 117 215 251 195 113 35 10 0 1000 
lf.edford, Oreg. 16 1 1 0· 16 30 25 26 14 18 5 l 0 137 
lfemph i:a, Tenn. 40 61 77 161 225 261 338 362 307 175 74 62 51 2154 
Meridian, !lias. 4o (;h 101 178 229 275 437 522 421 207 65 

~' 
70 2626 

!HBIIIi, Fla. 32 29 45 62 152 21!8 372 445 406 359 137 26 2315 
~iles City, Mont. 38 0 0 3 29 119 2a5 257 197 50 10 2 1 .· 953 
Mibaukee, Wis. 40 7 18 53 . 113 19a 272 242 238 182 E$ 35 3 1430 
:l.!inneapolis, Minn. 40 1 7 30 85 235 323 :;o8 279 198 81 19 0 1566 
1-tisSoula, Mont. 8 0 0 1 8 33 42 57 41 26 2 0 0 218 
l!obil", Ala. 40 64 104 154 196 263 483 650 582 2fr7 a:; 48 68 2982 
Modena, Utah 40 4 10 37 B4 147 121 460 Lib; 1£$ 58 17 5 1575 
Montgomery, Ala, 40 63 103 178 192 247 43o 499 41,; 210 54 114 53 2522 
Moorhead, Minn. 39 0 1 10 54 171 252 273 253 132 34 :; 0 1183 
!Jt. Ta:malpais, Calif. 17 6 3 4 1 0 l 1 1 7 1 2 5 29 
NantuckEt, Mass. 40 8 19 38 56 97 129 153 133 67 47 27 12 786 
Narragansett Pier, R. I. 14 2 6 7 17 29 39 56 54 20 9 7 1 247 
Nashville, Tenn. 40 36 67 160 212 294 403 441 336 190 68 79 39 22a5 
NeWHaven. Conn. 40 6 13 32 64 156 222 268 227 100 34 15 9 1146 
New Orleans, La. 40 79 w 154 194 265 457 627 603 316 94 48 73 3007 
New York, N. Y. 40 12 17 39 89 188 268 332 2lP 117 47 22 9 1386 
Norfolk, Va, 40 10 32 78 118 222 310 390 293 124 ~a 21 9 1645 
Northfield, Vt. 35 1 2 12 31 lo4 1ao 2/.14 188 98 37 ~ 2 901 
North Head, Wash. 4o 8 11 4 1 5 7 8 16 27 25 24 19 155 
~orth Platte, Nebr. 40 0 2 20 109 261 382 409 352 152 ~ 7 0 1732 
Oklahom& City, Okl&, 4o 26 46 119 202 298 356 225 272 195 51 18 1948 
Quaha, Nebr. 40 4 9 54 138 279 386 343 346 234 101 26 4 1924 
oawgo, N. Y. 39 9 14 37 45 130 181 226 185 105 56 l4 9 lOll 

<" Palestine, Tex. 40 64 82 151 255 286 265 290 258 190 112 76 69 2098 
Parkersburg, Va. 40 10 41 96 l4l 268 388 402 299 162 53 16 11 1887 
Pensacola, Fla. 40 79 111 138 197 270 462 635 598 335 94 47 77 5043 
Peoria, Ill. 39 16 26 109 175 292 363 313 293 201 85 41 13 1927 
Phi1e.de1phia, Pa. 1.!0 4 16 39 a; 167 244 322 236 102 36 15 5 1271 
Phoenix, Ariz. 4o 8 34 37 53 44 61 313 371 141 49 26 1a 1155 

;.:> Pierre, S, Dak. 28 0 1 6 31 132 217 233 188 81 22 2 0 913 
Pittsburgh, Pa. 40 19 21 ao 122 239 340 ?84 ~ 178 57 21 9 1762 
Pocatello, Idaho 40 5 2 15 78 157 190 304 157 44 6 3 1255 
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Table 1 (oantd} 

Station Yrs. J F M A l! J J J. s 0 l! D Ann. 

Point Reyes Li~ht, Calir. 23 9 4 1 0 l 1 4 6 4 6 !7 48 
Port Angeles, Wash. 14 0 0 l 1 2 7 12 '0 0 0 0 24 
Port Arthur, Tex. 26 55 81 119 159 ;6:; 332 189 76 53 61 1778 
Port Cruoent, We>.sh. 12 0 0 0 0 2 6 4 0 2 2 4 26 
Port Huron, Mich. 29 4 15 :;a 72 133 183 198 174 110 1;0 12 :; ,, 9B2 
Portland, Maine ·40 8 4 26 35 93 184 238 167 93 42 ll 8 909 
Portland, ON.Jg. 40 4 7 9 22 1.;6 40 22 31 41 19 5 2 248 
PZ.Ovidellce, R, '·-It, 39 3 9 29 48 lll 143 193 165 81 19 10 3 814 
Pueblo,··· Colo. 40 1 4 14 76 223 345 4134 418 11.;6 28 4 2 1745 
ll&leigh, N. c. 1;0 11 26 75 116 221 342 420 311 141 1;0 18 8 1731 
Rapid City, S. Dak. 40 0 0 7 57 209 414 459 551 109 29 3 0 1638 
Reading, Pa. :n 2 7 37 76 152 232 294 190 90 29 10 6 1125 
Red . Bluff, Calif', 32 5 ·9 18 24 39 25 6 1 14 12 1 5 167 
Redding, Calif, .8 3 7 11 15 14 15 6 2 13 4 4 4 100 
Reno, Nev. 38 0 2 6 l6 66 102 153 lQ6 65 13 0 0 531 
Richmond, Va, 1;0 9 19 69 120 227 371 368 300 126 28 13 5 1641 
Rochester, N$ Y. 40 4 9 39 67 143 208 288 217 120 40 8 5 1148 
Roseburg, Oreg• 40 1 0 6 19 31 34 26 19 2a 7 :; 1 175 
Ros""ll> N. Mex, 38 7 14 32 114 231 2f57 366 349 195 103 19 5 1722 
Royal Center, Ind. 13 3 6 35 66 84 115 154 116 76 32 1a 5 692 
Sacramento, Calif. 40 ll 27 21 26 15 10 6 5 17 21 8 6 173 
Saginaw, llieh, 12 0 4 18 31 44 a; 77 83 44 16 3 1 404 
St ••.. Joseph, Mo. 34 5 19 77 164 2.52 328 261 306 2:;2 102 31 11 1786 
St, Louis, !Ko. 40 24 40 135 191 267 352 311 307 205 108 L;B 12 2000 
St, Paul, Minn. 29 ·o 4 21 48 150 220 195 179 130 42 1l 1 1001 
Salt Lake City, Utah 40 w 22 43 95 166 195 301 327 169 6o 21 4 1416 
San .Mtonio, Tex. Lo 32 53 ll7 201 279 175 222. 159 176 92 49 32 1587 
San Diego, Calif, 1;0 18 11 14 a 6 ll 19 24 10 15 12 14 162 
Send Key, Fla. 16 28 23 2o 59 103 142 190 208 lf57 79 28 32 1105 
Sandusky, Ohio 40 9 19 69 104 2'.:!5 292 514 21.!2. 149 67 l8 4 1512 
Sand~ Roo~, N. J. 25 2 11. 19 59 110 175 205 162 65 35 9 7 859 
San Francisco, Calif. 40 10 19 7 9 3 3 1 6 5 7 5 9 84 
San.Jose, Calif. 27 3 7 0. 4 0 2 0 4 6 4 2 6 38 
San luis Obispo, Calif. 23 3 5 11 8 5 5 5 b 11 9 5 4 77 
l;anta Fe, N. 1!e.x. :;a 5 11 40 91 261 366 72h 625 2135 97 16 1 2522 
Sault Ste. llarie, llieh. 40 l 2 26 55 101 166 180 168 142 73 18 1 933 
So.vannah, Ga. 40 26 54 85 137 227 iJ28 562 470 2:<6 1.;6 17 13 2291 
Scranton., Pa. 40. 3 5 31 72 178 270 3llJ 230 109 40 10 4 1266 
Seattle, Wash. 40 3 4 14 17 31 45 28 31 34 24 12 7 250 
'!heridan> Wyo. 36 0 0 l 41 177 333 361 220 79 15 0 0 1225 
Shreveport, La. 1;0 f57 9;5 161 272 257 296 337 281 156 81 74 85 2180 
Sioux City, Iowa 40 2 2 33 109 255 300 359 335 201 70 19 3 1748 
Spokane, Wt~.sh. 40 2 0 6 25 65 108 ~1 83 49 11 0 0 440 
Springfield, 111, 40 16 36 138 177 300 376 333 299 201 96 53 12 2037 
Springfield, Mo. 40 39 45 152 214 329 402 ·. 326 516 187 135 70 23 2338 
Syracuse. No Y. 40 4 6 35 70 159 230 295 233 125 57 8 1 ·1223 
Tacoma, )Vaah. 36 7 3 3 15 19 34 29 30 28 14 10 2 194 
Tampa, Fla.. 40 48 60 104 1;18 319 652 f570 799 517 123 22 29 ;.681 
1:•tooeh I~ land, . .Wo.sh. 39 19 7 8 5 9 6 20 12 17 25 30 32 190 
Taylor, 'Tex. 29 33 49 95 163 202 l4o 158 156 135 77 39 43 1296 
~erre H~ute, Ind. 31 14 29 95 131 217 283 253 239 154 65 43 10 1533 
Thomssville, Ga .• 27 31 65 88 126 200 365 498 408 230 53 19 26 2109 
Toledo, . Ohio 40 11 21 73 132 227 317 330 25C 165 80 ;52 7 1645 
Tonopah, Nev. 16 0 2 l 9 22 23 58 52 27 6 0 0 200 
Topf;tkEl, ·:Ka:ns. 40 12 22 92 199 299 361 331 355 268 129 54 13 2135 
T~~~ton,: :N. J. 30 4 B 32 66 131 215 289. 202 82 , l2 6 1080 
V>!,lentine, Nebr, 1;0 0 0 14 84 226 370 392 350 13.8 30 6 0 1610 
Vicksburg, Miol'-: Lo B2 115 198 264 276 398 466 492 221 99 73 68 . 2682 
Wagon Wheel Gap, Colo.. 13 0 1 4 26 64 160 255. 254 102 27 5 l 899 
Walle Walla, Wash. 140 1 3 14 34 66 91 84 75 54 14 1 0 431 
Ws.sh ine;t_on, D. C. 4o 7, 24 53 l05 207 300 31.;6 253 138 39 17 10 1499 
Wausau, Wis I;> ·1e 0 2 12, 31 64 12~ 127 85 55 30 , 0 536. 
Wi.enito., K1W4. 1;0 16 24 100 203 325 385 329 321 252 119 45 8 2127 
Williston, N. Dak •. 40 0 0 l ;u, lll 292 306 234 74. 14 0 0 105 
Wilmington, N. C. 40 24 52 92 144 235 378 497 417 213 46 16 17 2l3l 
W~amueoa, Nevi;> 1;0 0 1 13 38 f57 100 127 105 (;;h 18 2 0 557 ).::> 

W)>;theville, VA. 37 3 13 59 100 .222 :m 35C 263 132 22 6 2 1505 
Y~ima, .ll'uh. 15 0 l 4 3 19 20 21 11 10 l 0 0 90 
Yll!:lkton, S. D~. 29 0 1 16 71 166 247 244 231 128 36 9 0 ·1149 
Yellowstone Park, nyo. 35 1 0 1 24 130 272 376 319 138 20 2 0 1283 
Yuma, Arb. 1;0 5 10" 14 13 6 14 94 138 67 24 9 5 399 
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Table 2 

·'!' 
.MAXIJ,fiJJJ AND J.!INI!.!UM NIHiSER OF DAYS WITH THUNDERSTORMS, 1904-43 

Station Yrs. J F M A :M J J A s 0 N D Ann. 

Abilene, Tex. 40 3 4 6 11 18 15 13 11 9 6 4 3 58 
0 0 0 0 3 1 2 1 1 0 0 0 24 

Albany, N. Y, 40 1 1 3 4 8 10 11 8 7 5 2 1 42 
0 0 0 0 1 3 2 1 0 0 0 0 19 

Albuquerque, N. Mex. 12 2 1 3 9 10 9 21 22 11 8 2 2 69 
0 0 0 0 1 2 8 4 1 1 0 0 35 

Alpena, Mich. 40 1 2 6 5 9 10 10 10 8 5 2 3 42 
0 0 0 0 1 1 1 2 0 0 0 0 16 

.Amarillo, Tex. 40 3 2 4 8 15 17 17 14 10 12 3 0 77 
0 0 0 0 1 2 2 2 1 0 0 0 22 

Anniston, Al!J,. 25 4 5 11 12 14 20 20 20 14 6 4 5 88 
;:-, 0 0 1 1 3 5 9 5 2 0 0 0 50 

Apalachicola; Fla. 18 5 6 8 7 11 20 25 22 17 5 5 4 94 
0 0 1 1 1 6 13 7 5 0 0 0 59 

Asheville, N .. c. 40 3 3 5 10 14 17 21 18 10 3 2 1 74 
0 0 0 0 2 5 7 5 0 0 0 0 38 

Atlanta, Ga. 40 6 6 11 9 13 18 20 20 13 4 4 3 77 
0 0 0 0 2 5 3 1 1 0 0 0 42 

Atlantic City, N. J. 40 2 4 4 7 8 11 12 11 6 3 2 3 42 
0 0 0 0 0 1 2 0 0 0 0 0 19 

Augusta, Ga. 40 4 5 5 7 10 17 18 16 10 4 2 2 63 
0 0 0 1 0 1 6 3 0 0 0 0 36 

Austiz:, Tex. 17 4 5 6 9 15 11 11 8 7 5 6 3 51 
0 0 0 1 2 1 2 1 0 0 0 0 31 

Baker, Oreg. 39 0 0 1 4 6 9 12 7 8 2 1 0 28• 
0 0 0 0 0 0 0 0 0 0 0 0 4 

Baltimore, Md. 40 1 2 4 7 10 12 14 13 7 3 2 2 44 
0 0 0 0 1 1 2 2 0 0 0 0 13 

Bentonville, Ark. 14 8 4 10 10 14 20 14 14 10 7 7 4 77 
0 0 0 3 6 3 5 ·' 3 2 0 0 0 54 

"' 
Binghamton, N, Y, 4o 1 2 3 6 11 12 13 13 7 4 1 1 45 

0 0 0 0 1 2 3 2 0 0 ,0 0 21 
Birmingham, Ala.. 40 6 6 12 11 13 20 22 18 15 7 5 5 89 

0 0 0 1 3 7 8 4 1 0 0 0 48 
Bismark, N. Dak. 40 0 0 1 3 10 13 16 13 6 2 1 0 48 

0 0 0 0 0 3 2 2 0 0 0 0 19 
Block Island, R, I. 40 1 4 4 4 11 10 9 8 8 4. 2 1 34 

0 0 0 0 0 1 1 1 0 0 0 0 12 
Boise, Idaho 40 1 2 3 5 9 9 8 7 8 2 2 1 28 

0 0 0 0 1 0 0 0 0 0 0 0 4 
Boston, Yass110 40 1 1 4 3 8 10 10 10 5 2 1 1 36 

0 0 0 o. 0 1 1 1 0 0 0 0 13 
Broken Arrow, Okla.. 12 2 3 11 13 17 17 14 12 11 11 7 4 75 

0 0 0 3 3 3 4 5 1 1 0 0 48 
Brownsville, Tex. 21 1 2 5 5 10 8 10 9 8 7 3 5 38 

0 0 0 0 1 0 0 1 1 0 0 0 18 
Buffalo, N. Y, 40 2 2 5 5 8 12 16 10 8 6 3 2 44 

0 0 0 0 1 1 2 1 0 0 0 0 24 
Burlington, Vt. 38 2 1 3 4 7 11 12 10 7 5 1 1 41 

0 0 0 0 0 2 1 1 0 0 0 0 19 
Cairo, Ill, 4o 5. 4 10 13 18 17 17 16 13 5 6 3 79 

0 0 0 1 2 3 5 1 1 0 0 0 37 
Canton, N, Y. 37 2 2 4 4 7 8 11 12 10 4 2 1 39 

0 0 0 0 0 1 3 1 1 0 0 0 12 
Cape Henry, Va. 36 3 3 4 8 9 14 17 13 8 3 2 1 61 

0 0 0 0 1 3 4 2 1 0 0 0 28 
Cape l.!ay, N, J, 17 1 3 4 4 6 9 11 ~ 4 0 2 0 36 

0 0 0 0 1 1 2 3 0 0 0 0 21 
Charles City, Iowa 39 1 2. 5 6 12 13 15 14 8 5 2 1 63 

0 0 0 0 2 2 2 2 l 0 0 0 28 
c~ Charleston, S. C. 40 3 5 8 7 15 19 25 19 12 4 3 5 92 

0 0 0 1 1 2 3 4 1 0 , .. 0 0 34 
Charlotte, N, C, 4o 2 4 7 7 11 17 18 15 8 2 2 2 63 

0 0 1 0 0 3 6 4 0 0 0 0 30 
Chattanooga, Tenn. i+O 4 8 11 9 14 19 20 20 18 7 4 4 81 

0 0 0 0 2 5 7 6 1 0 0 0 43 
Cheyenne, Wyo. 40 0 0 1 10 13 17 19 21 14 5 0 0 70 

0 0 0 0 0 4 6 5 1 0 0 0 36 

Chioago, Ill. 40 1 2 7 8 9 14 13 14 10 6 7 1 52 
0 0 0 0 0 3 3 3 0 0 0 0 27 

Cincinnati, Ohio 40 2 3 13 8 14 15 17 16 10 6 6 4 77 
0 0 0 1 0 1 6 2 1 0 0 0 34 

Clave land, Ohio 40 2 3 6 7 10 11 14 12 7 6 4 3 47 
0 0 0 0 0 3 3 1 1 0 0 0 26 

Columbia., Moo 4o 4 4 8 11 14 17 13 15 15 7 7 3 76 
0 0 0 1 3 1 3 2 0 0 0 0 31 
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Table 2 (contd) 

Station Yrs. J F M A M J J 'A s 0 N D Ann. 

Columbia, s. c. ltO 3 4 5 7 15 17 19 18 10 3 2 3 65 
0 0 0 1 1 5 7 4 2 0 0 0 35 

Columbus~ Ohio 40 2 5 11 9 12 15 15 13 ll 6 :? 2 62 
0 0 0 0 1 3 6 2 0 0 0 0 31 

'cOncord, N. H. 35 2 1 2 3 7 9 10 13 4 3 2 1 32 
0 0 0 0 0 1 3 1 - 0 0 0 0 11 

C9:noordia~ Kans. ltO 1 2 4 9 14 16 15 14 11 9 3 2 59 
0 0 0 0 2 3 2 4 2 0 0 0 32 

Corpus- Christi, Tex. ltO 6 4 6 10 14 13 13 8 16 7 4 5 64 
0 0 1 0 1 0 0 0 2 0 0 0 10 

Ddlas, Tex. 30 6 5 7 13 16 13 11 11 7 8 5 5 63 
0 0 0 1 4 2 1 0 0 0 0 0 38 

D&.Vl>nport, Iowa 40 1 3 5 8 14 17 15 11 12 7 4 2 ee 
0 0 0 1 2 3 3 3 1 0 0 0 31 

Dayton, Ohio 29 3 4 8 7 11 13 16 15 12 5 6 2 65 
0 0 0 0 2 3 4 3 1 0 0 0 37 

Del Rio, Te:x, 38 3 4 5 8 13 10 7 10 7 5 3 3 44 
0 0 0 0 0 0 0 0 0 0 0 0 6 

Denver" Colo. 40 1 1 3 10 13 15 20 21 13 4 l l 71 
0 0 0 0 1 2 4 4 0 0 0 0 18 

Des Moin!>S, Iowa 40 3 3 7 9 13 15 18 14 14 8 5 1 63 
0 0 0 1 2 4 3 4 1 0 0 0 31 

Detroit, Mich. 40 2 3 8 6 9 11 ll 12 8 5 5 2 53 
0 0 0 0 1 2 3 l 0 0 0 0 24 

Devils Lake, N. Dak, 39 0 0 2 3 8 ll 14 12 6 3 2 0 42 
0 0 0 0 0 2 2 1 0 0 0 0 20 

· Dodge City, Kans. 40 3 2 4 7 11 18 19 14 11 7 2 1 (:6 
0 0 0 0 l 3 5 4 1 0 0 0 27 

Drexe 1, Nabr. 10 0 1 4 9 13 19 18 18 13 4 2 1 80 
0 0 0 2 4 11 7 6 4 0 0 0 48 

Dubuque, ro ...... ltO 1 3 4 6 12 14 13 14 11 7 3 2 58 
0 0 0 0 l 2 2 1 1 0 0 0 22 

Due West, s. c. 11 1 5 7 e 14 16 22 18 13 4 2 3 86 
0 ·0 2 0 3 9 12 3 4 0 0 0 47 

Duluth, Minn. ltO 2 2 '3 4 9 12 12 10 8 6 2 0 42 
0 0 0 0 0 2 2 3 l 0 0 0 19 

Eastport, .lle.ine 40 2 1 2 2 5 8 e 10 7 3 2 1 .23 
0 0 0 0 0 1 1 0 0 0 0 0 7 

Elkins, W. Va. 4o 1 4 8 10 16 14 19 14 9 6 2 1 62 
0 0 0 0 l 3 5 3 0 0 0 0 23 

Ellendale, N. Dak, 15 0 0 1 4 9 12 12 15 12 5 2 1 44 
0 0 0 0 0 0 0 0 0 0 0 0 7 

El Paso, Tex. ltO 1 2 4 7 10 13 15 18 8 7 2 l 50 
0 0 0 0 0 0 3 5 0 0 0 o· 21 

Erie, Pa. 4o 2 :; 6 6 12 12 11 11 8 6 4 1 56 
0 0 0 0 0 2 2 0 l 0 0 0 19 

Escanaba, Mioh. 40 0 l 3 4 10 12 14 12 8 5 3 1 52 
0 0 0 0 0 1 3 2 0 0 0 0 19 

Eureka, Calif. 40 8 6 4 1 2 1 2 l 3 2 4 3 18 
·o 0 0 0 0 0 0 0 0 0 0 0 0 

Evansville, Ind. 40 5 3 8 n 18 16 15 15 14 5 5 4 13 
0 0 0 1 2 4 :; 2 0 0 0 0 ;o-

Flagstaff,· Ariz. 9 1 2 2 5 5 9 24 25 13 7 1 0 69 
0 0 0 0 0 0 7 6 ·2 0 0 0 30 

Ft. Smith, Ark. 40 5 6 10 14 15 16 15 18 13 10 5 5 78 
0 0 0 2 3 3 3 2 0 0 0 0 38 

Ft. Wayne, Ind. 32 2 3 1 8 11 13 14 13 10 5 3 2 59 
0 0 0 0 1 2 3 1 1 0 0 0 29 

Ft. Worth, Tex. ltO 6 5 7 11 14 16 13 13 9 7 4 4 71 
0 0- 0 1 1 0 1 0 1 0 0 0 29 

Fresno, Calif. 40 l :; 3 4 3 2 4 2 3 2 2 1 ll 
0 0 0 0 0 0 0 0 0 0 0 0 0 

Galveston, Tex. 4o 5 6 5 8 15 11 16 13 14 6 6 5 75 
0 0 0 0 0 0 2 0 2 0 0 0 31 

Grand Haven, Mich. 29 2 3 8 7 12 11 12 10 9 7 4 2 48 
0 0 0 0 1 1 2 0 0 0 0 0 25 

Grand Junction,_ Colo. 40 1 1 4 9 8 12 21 19 13 5 2 1 60 
0 0 0 0 1 0 5 2 l 0 0 0 22 

Grand Rapids, !.!ich. 4o 2 3 7 7 ll 12 12 13 9 6 5 2 51 
0 0 0 0 1 2 2 2 0 0 0 0 21 

Green BS.y ~ Wis. ltO 0 3 4 6 12 11 15 10 8 5 3 ·1 45 
0 0 0 0 0 l 4 l 1 0 0 0 19 
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Table 2 (contd) 

"' 
Station Yrs. J F ll A ll J J • s 0 li D Ann. 

Greensboro, N, c. 14 2 4 6 6 11 14 22 16 8 3 2 2 70 ,,, 
0 0 0 0 3 7 7 3 2 0 0 0 39 

GreenTi11e, s. c. 21 4 4 9 7 ll 17 20 16 11 4 3 2 73 
0 0 0 0 0 6 8 4 l: 0 0 0 ;6 

Groesbeolc, 'l'ex. · 12 3 5 11 10 14 13 14 12 9 11 6 4 78 
0 0 1 ; ; 0 0 l :; 1 0 0 32 

Hannibal, llo. 29 4 3 9 7 14 13 15 14 16 6 6 2 61 
0 0 0 1 2 4 :; 2 2 0 0 0 26 

Harrisburg, Pa, llO 1 2 ; 8 11 12 14 16 7 4 2 1 lP 
0 0 0 0 1 4 3 2 0 0 0 0 19 

Ha.rtf'ord, Conn, ;a 1 3 5 5 8 11 12 9 7 4 2 2 41 
0 0 0 0 0 2 3 1 0 0 0 0 21 

Hatteras, N. c. llO 4 3 8 6 12 12 15 12 11 5 4 ; 60 
0 0 0 1 1 2 :; 1 l 0 0 0 25 

Havre • !lont. llO 0 0 2 :; 7 13 16 ll 10 2 0 0 35 
0 0 0 0 0 4 1 2 0 0 0 0 14 

Helena, Jfont. W> 1 0 1 5 9 20 18 17 10 :; 1 0 59 
0 0 0 0 0 4 1 2 0 0 0 0 15 

Houghton, llioh. 29 0 2 3 4 8 8 11 9 8 ; 1 0 ;6 
0 0 0 0 0 1 1 2 1 0 0 0 14 

Houaton, Tex. 34 6 6 7 9. 14 13 21 17 16 7 5 5 78 
0 0 0 0 0 2 5 1 2 0 0 0 41 

Huron, S. Dale. 4o 0 2 :; 5 11 16 15 14 :;.o 4 1 0 51 
0 0 0 0 0 3 :; :; 1 0 0 0 25 

Independence, Calif'. 20 0 0 1 2 :; 6 15 18 4 3 1 0 31 
0 0 0 0 0 0 0 0 0 0 0 0 0 

Indianapolis, Ind. W> 2 3 7 9 16 13 14 12 11 6 8 3 79 
0 0 0 1 0 3 3 4 0 0 0 0 31 

lola, Ke.ns. 26 4 3 5 10 13 16 13 11 9 6 4 l 65 
0 0 0 1 5 4 2 3 3 1 0 0 35 

Ithaca, li, Y. 35 l 3 2 4 8 9 11 ll 8 5 2 1 41 
0 0 0 0 2 1 4 2 2 0 0 0 27 

Jaokeonvi lle, Fla. llO 3 5 8 9 18 24 25 23 19 9 2 4 95 
0 0 1 0 0 6 13 9 2 0 0 0 59 

Jupiter, Flo., 8 l 2 4 5 10 15 19 18 14 5 2 2 74 
0 0 0 2 5 6 11 9 3 2 0 0 58 

Kalispell, llont. llO 1 0 2 3 9 10 14 12 5 2 1 0 41 
0 0 0 0 0 0 2 0 0 0 0 0 8 

KansasCity, Mo. W> 2 4 9 12 12 20 15 13 12 8 4 2 73 
0 0 0 2 4 3 1 3 0 0 0 0 35 

Keolcuk, Io- W> 3 :; 8 9 13 15 16 13 15 6 4 2 err 
0 0 0 1 3 3 4 2 0 0 0 0 34 

Key West, Fla. 40 5 5 7 10 16 15 21 22 24 8 4 6 97 
0 0 0 0 0 3 6 5 4 l .o 0 39 

Knoxville, Tenn. W> 4 6 7 8 13 18 18 18 13 :; 3 3 71 
0 0 0 1 1 2 1 5 1 0 0 0 23 

La Crosse, Wis. llO 2 1 4 7 14 15 16 15 12 5 4 1 62 
0 0 0 0 2 2 3 4 0 0 0 0 24 

~der, wyo. 40 0 0 1 4 6 9 12 15 5 2 1 0 43 
0 0 0 0 0 0 1 1 0 0 0 0 3 

Lansing, l!ieh, 33 1 2 5 9 12 13 15 12 1l a '5 l 57 
0 0 0 l 1 3 3 1 1 0 0 0 30 

!A>wiaton, Idaho 29 1 2 3 3 6 8 9 7 5 4 1 l 31 
0 0 0 0 0 1 1 0 0 0 0 0 6 

IA>xington, Ky, 29 4 4 6 10 15 15 21 14 12 6 3 3 68 
0 0 0 0 1 6 6 3 0 0 0 0 31 

Lincoln, Nebr. 40 l 2 4 8 11. 15 15 13 12 6 2 1 65 
0 0 0 0 2 5 3 2 2 0 0 0 30 

Little Rock, Ark. 40 5 7 12 12 12 15 17 15 9 6 6 4 88 
0 0 0 l 2 2 3 1 l 0 0 0 33 

Loa Angeles, Calif', W> 3 4 6 3 2 3 2 3 3 3 1 '5 14 
0 0 0, 0 0 0 0 0 0 0 0 0 0 

Louisville, Xy, W> 6 6 8 10 17 14 18 12 11 4 6 2 66 
0 0 0 l 0 0 3 2 1 0 0 0 27 

Ludington, llich, 20 l 3 4 8 11 11 11 11 12 6 4 1 53 

·- 0 0 0 0 0 4 2 l 0 0 0 0 20 
Lynchburg, va.. 36 1 1 4 4 9 17 14 13 7 3 1 3 53 

0 0 0 0 0 2 2 2 0 0 0 0 19 
MaCon,. Ga. 4o 5 8 8 a 16 19 22 16 10 5 2 3 82 

0 0 0 l 0 5 a 3 1 0 0 0 37 
Uadison, Wis. 39 1 4 4 7 13 15 12 16 10 6 5 1 61 

0 0 0 0 1 2 ; 1 2 0 0 0 ·;2 
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Table 2 (eontd) 

Station Yrs. J F M A l! J J A s 0 N D Ann. 

Marquette, Mich. /jO 0 1 3 3 9 11 '12 8 6 3 2 0 34 
0 0 0 0 0 1 2 0 0 0 0 0 1'3 'I 

Yedi'ord, Oreg. 16 1 1 3 4 4 5 6 4 3 3 1 0 12 
0 0 0 0 0 0 0 0 0 0 0 0 '3 

Memphis, Tenn. /jO '3 6 10 14 '12 15 14 11 5 6 6 66 
0 0 2 1 1 2 1 1 0 0 0 36 

Meridian, Miu. 40 6 7 10 12 16 18 18 10 7 6 5 84 
0 0 0 1 2 2 7 5 _l o. 0 0 43 

Miami,. Fla. 32 4 5 7 10 16 19 22 22 21 10 5 3 90 
0 0 0 0 1 3 4 3 4 0 0 0 52 

Miles ~ity, Mont. 38 0 0 1 4 7 16 14 16 5 2 1 1 49 
0 0 0 0 0 1 1 0 0 0 0 0 '3 

Milwa~ae, Wi.s, /jO 2 3 4 7 13 12 l2 ll 11 5 , ·1 50 
0 0 0 0 0 2· 2 1 0 0 0 0 22 

Minneapolis, Minn. /jO 1 2 3 5 12 12 13 15 10 7 3 0 'J7 
0 0 0 0 1 3 2 2 1 0 0 0 23 

l!hsoub., Mont. 8 0 0 1 4 7 8 12 7 5 l 0 0 37 
0 0 0 0 2 3 2 2 0 0 0 0 15 

J.lobile, Ala. 40 6 7 9 11 14 18 21 26 16 7 4 6 96 
0 0 0 1 2 5 10 7 0 0 0 0 53 

llodena~ Utah 40 1 2 5 8 13 10 22 20 12 5 2 1 54 
0 0 0 0 0 0 0 3 1 0 0 0 29 

Montgomery, Ala. 40 12 6 9 9 17 20 18 17 12 7 6 8 82 
0 0 0 0 0 0 0 0 0 0 0 0 45 

lloorhead. Minn. 39 0 1 2 5 12 l2 11 l2 8 3 1 0 43 
0 0 0 0 0 2 4 1 1 0 0 0 17 

Yt, Calif'. i7 2 1 l l 0 1 1 1 2 l 2 2 7 
0 0 0 0 0 0 0 0 0 0 0 0 0 

Nantucl<&t, Mass .. 40 2 3 4 5 5 8 8 7 4 4 3 2 30 
0 0 0 0 0 0 0 0 0 0 0 0 7 

Narragansett Pier, R. I. 14 1 2 2 4 4 6 8 7 5 2 2 0 27 
0 0 0 0 0 1 2 0 0 0 0 0 14 

Nashville, Tenn. 40 4 5 10 11 l4 20 18 13 12 6 4 4 75 
0 ·0 1 2 3 3 6 l 0 0 0 0 /jO 

1few Haven, Conn. 40 l 2 4 4 10 11 l4 10 6 6 2 2 41 
0 0 0 0 0 2 2 1 0 0 0 0 20 

New Orleans, La, 40 7 5 7 10 lj 19 2.3 23 12 8 4 6 95 
0 0 0 2 1 2 7 6 1 0 0 0 60 

New York. N. Y. .40 3 2 3 6 9 ll 16 14 7 6 4 2 52 
0 0 0 0 1 2 1 2 0 0 0 0 15 

N_ori'olk, Va. 40 2 3 6 6 9 16 16 15 9 3 3 1 57 
0 0 0 0 1 1 4 3 0 0 0 0 27 

Northfield, Vt, 35 0 1 3 3 7 10 13 11 7 3 1 1 ~5 
0 0 0 0 l 2 3 2 0 0 0 0 17 

North Head, Wash. 40 2 5 1 1 1 1 2 2 5 3 3 2 10 
0 0 0 0 0 0 0 0 0 0 0 0 0 

North .•Platte, Nebr. 40 0 1 3 6 12 18 19 16 9 3 1 0 60 
0 0 0 0 2' 5 5 2 1 0 0 0 26 

Oklahoma City, Okla. 40 .4 4 8 9 17 18 12 13 12 9 5 3 68 
0 0 0 l 2 3 2 2 1 0 0 0 29 

Omaha, liebrb 40 2 2 4 7 l4 19 ·18 l4 11 6 3 l 64 
0 0 0 0 1 4 3 4 1 0 0 0 33 

Oswego" N .. Y. 39 2 3 5 4 8 10 9 10 7 4 2 2 36 
0 0 0 0 0 0 0 0 0 0 0 0 15 

Palestine, T~x. 40 5 5 10 11 13 ll 15 l2 9 9 7 4 71 
0 0 0 3 3 l 0 1 2 0 0 0 32 

Parkersburg,. Va.. 40 l 7 9 7 14 18 16 12 11 4 5 3 60 
0 0 0 1 1 6 1 0 0 0 0 31 

P3nsac'nla, Fla. 40 8 9 9 12 .18 23 23 17 8 3 7 109 
0 0 0 1 1 5 8 7 2 0 0 0 41 

Peoria, Ill. 39 2 2 10 9 l4 16 l4 13 15 7 4 2 78 
0 0 0 1 3 4 3 3 1 0 0 0 31 

Philadelphia, Pa. /jO 1 2 3 6 a 11 13 13 6 3 2 1 51 
0 0 0 0 2 2 3 0 0 0 0 0 18 

Phoenix, Ari::·. /jO 2 5 5 12 5 5 16 20 9 4 3 4 48 
0 0 0 0 0 0 2 3 0 0 0 0 14 

Pierre, S, Dak. 28 0 1 4 :; 8 14 18 9 7 2 1 0 48 
0 0 0 0 1 2 4 4 0 0 0 0 20 

Pittsburgh, Pa, /jO 2 2 6 8 13 18 16 13 9 4 2 3 ~ 
0 0 0 0 1 3 4 2 1 0 0 0 28 

Pooatello, Idaho 40 2 0 l 6 9 ll l4 17 11 5 1 1 56 
0 0 0 0 0 0 4 0 0 0 0 0 l4 
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Table 2 (contd) 

Sttltion Yra. J F 11 A )( J J 4 s 0 11' D Azm. 

Point Reyes Light, Cali.f'. 23 2 2 2 l 0 l 1 2 2 2 1 2 5 ., 0 0 0 0 0 0 0 0 0 0 0 0 0 
Port Angelea, W&ah, 14 0 1 0 1 1 1 3 3 0 0 0 0 4 

0 0 0 0 0 0 0 0 0 0 0 0 0 
Por-t Arthur, Tex. 26 5 5 7 9 14 15 24 21 14 6 6 e 94 

0 0 0 1 0 2 4 5 3 0 0 0 1:1> 
Port Creocent, Waah. l2 0 0 0 0 2 4 2 2 1 1 1 2 8 

0 0 0 0 0 0 0 0 0 0 0 0 0 
Por-t Huron, IUoh. 29 2 2 6 7 9 10 l2 9 7 5 2 1 w.,. 

0 0 0 0 1 2 3 2 1 0 0 0 27 
Portland, lfaine W> 2 2 3 4 10 13 18 10 7 7 2 2 53. 

0 0 0 0 0 0 1 1 0 0 0 0 1 
Por-tland, Oreg. W> 1 2 2 :; 6 5 3 4 6 :; 2 1 14 

0 0 0 0 0 0 0 0 0 0 0 0 l 
Providence, R. I. 39 l 2 3 4' 5 e 9 9 6 2 1 1 28 

0 0 0 0 0 0 2 0 0 0 0 0 10 
Pueblo, Colo. W> 1 1 2 5 12 15 22 17 9 3 2 1 65 

0 0 0 0 1 :; 4 5 0 0 0 0 24 
Raleigh, N. C, W> 2 3 5 8 13 17 15 15 8 :; 2 2 58 

0 0 0 0 2 3 6 4 0 0 0 0 31 
Re.pid City, S, Da.k. W> 0 0 2 5 ll 17 16 l4 6 4 1 0 (::I:J 

0 0 0 0 0 4 9 4 0 0 0 0 24 
Reading, Pa, 31 1 2 5 7 11 12 14 l4 9 4 2 l 45 

0 0 0 0 1 4 6 2 0 0 0 0 25 
Rod BlufF, Cali.f', 32 1 2 :; 4 6 4 2 2 4 2 1 2 18 

0 0 0 0 0 0 0 0 0 0 0 0 0 
Redding, Calif. e 2 2 3 :; 4 7 2 J. 5 2 2 2 17 

0 0 0 0 0 0 0 0 0 0 0 0 9 
Reno, Nev. 38 0 1 2 5 6 8 11 e .·6 :; 0 0 32 

0 0 0 0 0 0 0 0 0 0 0 0 5 
Richmond, Va. 40 1 2 4 6 11 15 15 15 7 2 2 1 51 

0 0 0 0 1 1 :; 4 1 0 0 0 25 
koehester, N, Y, 40 2 2 4 5 11 11 15 9 6 3 1 2 ~ 

0 0 0 0 1 1 :; 2 0 0 0 0 16 
Roaeburg, Oreg. 40 1 0 2 :; 6 4 :; :; 4 2 1 1 11 

0 0 0 0 0 0 0 0 0 0 0 0 0 
Roswell, N, Mex, :;a 4 2 7 15 17 15 14 l4 l2 l2 :; 2 76 

0 0 0 0 0 1 :; 1 1 0 0 0 26 
Royal Center, Ind. 13 1 2 6 10 l2 16 14 11 12 5 5 2 ~ 

0 0 0 l 0 2 7 6 2 0 0 0 39 
Sacramento, Calif, 40 :; :; :; 4 2 2 1 1 :; :; 3 2 9 

0 0 0 0 0 0 0 0 0 0 0 0 0 
Sagina.w, liich, 12 0 2 5 4 7 10 12 11 8 7 l 1 45 

0 0 0 0 1 4 3 3 2 0 0 0 23 
St, Joseph, llo. 34 1 2 6 11 13 18 14 15 13 8 6 2 66 

0 0 0 1 :; 5 2 6 2 0 0 0 ;a 
st. Louis. llo. 40 2 3 9 10 l4 17 12 12 12 7 5 2 ~ 

0 0 0 2 1 2 2 3 1 0 0 0 28 
St. Paul, llinn. 29 1 2 3 6 ll 12 13 15 10 5 2 1 50 

0 0 0 0 0 1 2 2 2 0 0 0 15 
Salt Lake City, Utah 40 2 4 6 6 12 11 17 15 10 5 4 1 57 

0 0 0 0 0 0 1 2 0 0 0 0 17 
Sl!ln Antonio, Tex. 40 6 4 a 13 19 ll 14 11 9 7 5 4 63 

0 0 0 1 2 0 0 0 1 0 0 0 19 
San Diego, Calif. 40 3 2 4 :; 2 3 :; 3 :; 2 2 2 11 

0 0 0 0 0 0 0 0 0 0 0 0 1 
Sand Key, Fla. 16 6 3 6 6 15 17 l8 21 16 7 4 9 99 

0 0 0 0 2 5 6 7 6 1 0 0 47 
Scndusky, Ohio 40 2 3 7 5 11 12 12 12 8 4 :; 1 50 

0 0 0 1 0 2 4 1 0 0 0 0 25 
Sandy Hook, N. J, 25 l 2 2 6 10 11 14 13 5 6 2 1 47 

0 0 0 0 1 2 3 1 0 0 0 0 24 
San Francisco, CaliF, 40 2 4 2 2 1 1 1 2 3 2 2 2 7 

0 0 0 0 0 0 0 0 0 0 0 0 0 
San Jose, Calif. 27 1 2 0 1 0 1 0 1 1 1 1 1 4 

0 0 0 0 0 0 0 0 0 0 0 o. 0 

"' San Luis Obispo, Calif, 23 2 2 l 5 4 :; 2 1 4 3 1 1 a 
0 0 0 0 0 0 0 0 0 0 0 0 0 

Santa. Fe, N~ Msx •. ;a 2 2 5 7 16 21 31 24 17 6 :; 1 95 
0 0 0 0 0 l e 11 2 0 0 0 29 

Sault Ste, lfa.r10, llieh. W> 1 1 3 4 6 11 11 9 a 5 2 1 35 
0 0 0 0 0 l 1 1 0 0 0 0 12 
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Table 2 (contd) 

Station Yra. J F ).! A l! J J A s 0 N D Ann. 

Savannah, Ga. 40 3 5 8 8 12 18 21 21 16 3 2 1 77 
0 0 0 0 0 5 9 4 0 0 0 0 42 ry 

?era.nton, Pa, 40 1 1 3 6 11 13 13 11 9 4 2 1 116 
0 0 0 0 1 4 3 2 0 0 0 0 22 

Seattle, Waeh. 40 1 1 2 3 5 6 3 4 7 3 2 2 16 
0 0 0 0 0 0 0 0 0 0 0 0 1 

Sheridan, Wyo. 36 0 0 1 4 13 15 17 15 5 3 0 0 116 
0 0 0 0 1 0 5 1 0 0 0 0 15 

Shreveport, La.. 40 5 8 8 12 13 1;) 16 16 9 8 7 7 78 
0 0 2 3 l 2 1 2 0 0 0 0 37 

Sioux City, Ion 40 l 1 4 6 12 15 18 15 13 4 3 1 57 
0 0 0 0 1 3 3 3 2 0 0 0 25 

Spokane, Wash. 40 2 0 1 3 7 6 7 8 5 2 0 0 23 
0 0 0 0 0 0 0 0 0 0 0 0 2 

Springfield, Ill. 40 3 4 9 8 17 16 14 13 12 11 6 2 70 
0 0 0 1 1 4 0 3 0 0 0 0 36 

Sprin~field, Mo., 40 4 3 10 12 15 17 14 13 10 11 5 3 70 
0 0 0 2 3 3 3 3 0 0 0 0 45 

Syracuse, N. Y. 40 1 2 4 5 io 11 12 11 8 5 1 1 43 
() 0 0 0 0 2 3 1 0 0 0 0 18 

Tacoma, Wash .. 36 2 1 1 2 3 3 4 3 5 2 2 1 12 
0 0 0 0 0 0 0 0 0 0 0 0 0 

Tampa, Fla. 40 4 5 9 8 19 24 31 26 20 7 3 4 123 
0 () 0 l 0 9 13 10 5 0 0 0 65 

Tatoosh Isla:1d, Wash. 39 4 5 2 1 2 2 4 2 4 3 3 4 10 
0 0 0 0 0 0 0 0 0 0 0 0 0 

Taylor, Tex .. 29 3 5 6 10 12 13 14 ll 9 7 5 4 70 
0 0 0 2 3 0 0 2 2 0 0 0 23 

Terre Haute, Ind. 31 2 3 8 10 13 14 13 11 7 7 2 71 
0 0 0 l 3 1 3 1 0 0 0 38 

';f'homasville 1 Ga. 27 3 5 8 lU 18 19 25 18 5 6 4 90 
0 0 0 0 3 6 4 2 0 0 0 60 

Toledo, Ohio 40 j 3 7 8 11 13 14 9 8 4 1 57 
0 0 0 0 2 1 j 2 0 0 0 0 26 

Tonopah, Nev. 16 0 1 l 3 6 9 8 7 5 2 0 0 25 
0 0 0 0 0 0 0 0 0 0 0 0 1 

Topeka, Kans. 40 2 3 8 12 16 16 14 14 15 8 6 3 76 
0 0 0 2 4 4 1 2 1 0 0 0 38 

Trenton, N .. Jo 30 1 2 5 6 9 10 15 12 6 3 2 2 48 
0 0 0 0 1 4 6 3 1 0 0 0 27 

Valentine, Nebr. 40 0 0 3 6 ll 17 17 14 8 3 1 0 58 
0 0 0 0 0 0 0 0 0 0 0 0 2 

Vicksburg:, Mias. 40 9 8 11 12 13 17 18 20 12 7 5 8 93 
0 0 1 1 l 1 5 2 1 0 0 0 46 

Wagon IDle a 1 Gap, Colo, 3 0 0 1 2 6 22 24 21 11 4 1 0 79 
0 0 0 l 0 2 20 19 6 0 0 0 57 

Walla Walla, Wash.' 40 1 1 2 :; 5 7 8 6 5 2 1 0 20 
0 0 0 0 0 0 0 0 0 0 0 0 4 

Wash ine;ton, D. c. 40 1 3 5 6 12 14 16 12 8 4 2 2 48 
0 0 0 0 1 3 4 2 0 0 0 0 25 

Wausau_, Wis. 18 0 1 3 5 12 14 11 9 8 5 2 0 41 
0 0 0 0 0 2 3 2 0 0 0 0 17 

Wichita., Kans. 4o 2 2 7 12 17 18 14 14 11 8 6 1 69 
0 0 0 1 4 6 2 2 2 0 0 0 30 

Williston, N. Dak, 40 0 0 1 2 8 13 1.? 10 5 2 0 0 42 
0 0 0 0 0 2 3 1 0 0 0 0 14 

Wilmington, N. C, 40 3 4 9 8 11 17 20 15 14 4 2 2 75 
0 0 0 0 1 2 5 4 0 0 0 0 j7 

Wirinerriucca., Nev. 40 0 1 2 5 7 8 11 10 9 3 1 0 2$ 
0 0 0 0 0 0 0 0 0 0 0 0 4 

Wythe villa, v ... 37 1 3 4 6 13 16 21 16 8 4 2 1 54 
0 u 0 0 2 3 4 1 1 0 0 0 24 

Yakima, Wash. 15 0 1 2 1 5 4 3 2 6 l 0 0 10 
0 0 0 0 0 0 0 0 0 0 0 0 3 

Yankton, S. Dak. 29 0 l 3 7 11 13 18 12 8 3 2 0 54 
0 0 0 0 0 0 3 4 0 0 0 0 29 

Yellowstone Park, Wyo. 35 1 0 l 4 8 14 18 20 13 3 0 0 57 
0 0 0 0 1 1 4 4 0 0 0 0 23 

YUma, -Ariz. 40 2 2 2 7 2 2 7 14 5 7 2 2 20 
0 0 0 0 0 0 0 0 0 0 0 0 0 
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lines of equal thunderstorm frequency (B),. were then drawn and smoothed$ 

consideration being given both to length of record and to major topo­

graphic differences, before reproduction in figures 28-31. It must be 

pointed out, however, that in these charts, as all similar ones, 

nei.ther the data nor the knowledge of topographic is sufficient 

to make the isoceraunics definite$ particularly in the mountainous 

areas of the west. The orientation of the lines which cross the 

Canadian border was determined, when necessary, by considering 

Alexander's 1904-33 data from Canadian stations, since no further 

record was available. It should also be noted that the zero isocerau­

nics have been dravm to inclose or limit areas in which all stations 

have reported absolutely no thunderstorms during the period of record; 

these are, of course, smaller than the areas where the mean frequency 

is so small a fraction of unity that it would be plotted as zero. 

140. The annual chart, figure 28, should be compared with 

sqveral other similar charts which are available. It does not differ 

much in pattern from the chart which could be developed from the data 

used in figure 27, but most of the values are higher in figure 28. 

This supports Humphreys' objection to the record prior to 1904, 

although at Kansas City, as previously demonstrated, the differenc;::; 

was negligible. The 1904-43 pattern differs somewhat from Alexander's 

1904-33 pattern - most significantly in Arizona and Florida where data 

from Flagstaff and Miami have been added to the tabulation. The later 

compilation extends the Rocky Mountain area of arillual maximum occur­

rence westward and even shifts the maximum center on some monthly maps, 

as will be seen; in the Southeast it decreases the annual isoceraunic 
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gradient through south~rn Florida and also shows. a migration of the 

maximum thunderstorm activity in that state on the ·monthly maps. 

Another significant change is the emergence of the Lander minimum on 

the 1904-43 annual map; on Alexander 1 s map Lander actuallY; had a higher 

value than Pocatelloo Another change is the eliminatio:p. of the anoma­

lous minimum area around St. Joseph, Missouri. 

141. The annual map should also be compared with the most 

recently published annual chart on page 729 of ttc~imate and Man, '1 the 

1941 Department of Agriculture Yearbook. Since the periods of record 

are approximately the same, a close agreement is to be expected. How­

ever, there are some obvious differences which are due chiefly to 

errors in the basic data for the chart in "Climate and ]!Ian. n Specifi­

cally, the most glaring discrepancy is in the orientation of, ·and the 

areas inclosed by, the isooeraunics over the Rocky Mountain region. 

It was found that for the Yearbook chart the average annual numbers 

of thunderstorms at Lander, Wyoming, and Pocatello, Idaho, had been 

erroneously reported as 49 and 41, respectively, figures which are 

inexplicably larger than the 20 and 29, respectively, of the compara­

tive data, or the 22.9 and 31.4 of the 1904-43 data. The change in 

orientation in the vicinity Santa Fe on the 1904-43 chart was 

caused by the addition of Flagstaff to the basic data. In southern 

Texas a similar discrepancy arose from the fact that Austin was. 

incorrectly reported to have an average of 27 for the Yearbook chart 

instead of the correct value of 40 (from either comparative or 1904-43 

data). The new chart shows a change in gradient between Miami and Key 

West because Key West 1 s value was reported as 48 for the Yearbook chart 



instead of 58 (comparative data) or 66•9 (1904-43 data). A question­

able maximum of over 60 is indicated near Tulsa (at Broken Arrow) on 
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the new chart,but the record is rather short. It is, however, supported 

by another short record at Bentonville, Arkansas. These records were 

not used for the Yearbook chart. On that chart, the isolated maximum 

at Birmingham was not drawn for, but it is supported by data from 

Anniston in the 1904-43 chart. Other differences are minor and attrib-

utable to differences length of' record and to the usual variability 

in isolines drawn by different persons. 

142. The January pattern (figure 29) differs little from 

Alexander 1 s except in a slight further contraction of the zero-·occurrence 

area, natural enough in a lengthened record. The maximum of activity, 

defined as the geographical center of the maximum isoceraunic or its 

tongue-like protrusion, is still in central or northern Louisiana, 

though greater weight is now given to the Gulf Coast of northern Florida. 

The "rather significant isoceraunic over northern Utah," mentioned by 

Alexander, is ~ow eliminated; its gnificance was already diminishing 

in 1933. An examination of the record at Salt Lake City, on which the 

"significant isoceraunic 11 depended, shows that although a total of 

thunderstorm days was reported for January during the period 1904-13, 

only one more day was added.in each of the three following decades. 

I43. Although December seems to be the month of minimum thunder­

storm activity by a small margin, January shows little more and has 

even less activity in a few places. Chronologically and from the 

standpoint of activity it may therefore be used as the beginning of a 

meteorological discussion of the spread of thunderstorm activity. 



In any such meteorological exposition there are two difficulties. 

One is that mean flow patterns or any other mean distributions of 

logical factors cannot entire explain thunderstorm activity 

when such activity is not .the mean condition, just as mean-pressure 

charts fail to indicate migratory or Lows. Nevertheless, 

is possible to find some reasonable clues to the thunderstorm 

distribution. The other difficulty is that the available data.usually 

r a better, more specific explanation of the distribution a:p.d 

occurrence of rainfall than of thunderstorms and it is only assumed 

that thunderstorms will constitute a proportional part of the rainfall 

in the proper seasons. The assumption is often reasonable 

but there are times and places, as ~~11 become apparent, when the 

connection between the two phenomena is, at best, tenuous .. 

144. The isoceraunics indicate that at least impor-

tant factors fundamental to thunderstorm activity at this time are 

southerly latitude and source of moisture. Both factors could be 

frequency of maritime tropical air at or near the surface. Showalter 1 s 

of k~erican air-mass properties (9) shows the seasonal 

variation in the ies of maritime tropical air. The e rates 

of temperature and equivalent potential temperature and the moisture 

content are greatest in summer and least in winter. Equally important 

is the fact that, in winter, maritime air moving over land 

surface is cooled from below and the lesser insolation of the season 
(JO) 

does destroy the stabilization of rate thus achieved • 

The insolational type of thunderstorm is therefore a rarity in winter. 



99 

Frontal or convergent action must be associated with the tripical mari­

time air in order to produce the thunderstorm in winter. 

145. The mean position of the polar front at this time is just 

off the Atlantic and Gulf Coasts (ll), a position result from the 

frequent incursions southward of cold, polar, Clinadian High formed 

over the snow-covered northern continent. The thrusts of cold air 

southward also induce a northward flow of warm moist air east of the 

cold current, and between the two a maximum of frontal and convergent 

activity is likely to occur. (It has been sted that the sequence 

of currents is exactly the opposite; however, the effect is the same for 

the purposes of this discussion.) The mean positi of the western 

wedge of the Atlantic or Azores High at 10,000 feet (l2 ) is such that 

the intrusion northward of a deep layer of vrarm moist air is most likely 

west of the 90th meridian - approximately the longitude of New Orleans. 

Thus the northward extension of the isoceraunics in this region is 

probably an effect of this juxtaposition of oppos currents. In addi-

tion, Bigelowts ( ) mean surface-pressure chart for the month shows 

some evidence of convergence in the on. In the vicinity of Vicksburg 

the isobars change from anticyclonic to geoEtrophic (and the wind from 

southeast to south), an indication of a dovmwind decrease of wind. 

146. In January both Pacific and Atlantic anticyclones have 

reached approximately their easternmost and southernmost positions for 

the yearo On the Atlantic side the effect is to confine practically all 

of the thunderstorm activity east of the lOOth mer - with a tendency 

for a decrease eastward tovvard the coast as the anticyclonic center, with 

its subsidence, is approached. On the Pacific side the seasonal shift 



100 

of the semipermanent centers of action has also brought the Aleutian 

Low closer to the American continent. While the High has been vreakened, 

the Low has been strengthened. Between the two systems the Pacific 

polar front is at times displaced as far south as southern California. 

Cyclonic systems on the front in mid-Pacific occlude before they reach 

the mainland and each occlusion, as it crosses the coastline, is pre­

ceded by a movement northward of tropical Pacific air or of polar 

Pacific air rapidly becoming tropical. Although there is actually littls 

thunderstorm activity at any time of year, these storm series make 

winter the. peak thunderstorm season on the immediate cc:ast. Because of 

the small numerical values involved, table 1 shows this better than the 

charts. The thunderstorms occur during the occluded-front passages and 

most often, experience indicates, with the final cold front which ends 

a sequence of occlusions. Although the topography is of extreme impor­

tance as a rainfall-producer in this region, given the winter southwest­

flow pattern, it seems that a front is usually necessary to produce the 

winter -thunderstorm. 

147. The meteorological analysis of January thunderstorm activity 

may seem more detailed than the magnitude of the activity warrants but 

the analysis, modified by consideration of seasonal changes in factors 

and the continuing migration of the semipermanent circulations, will 

in general serve for other months as well. 

148. The February chart (figure 29) differs in no important 

respect from Alexander's. Frequencies have increased somewhat, equaling 

almost three days per month at Vicksburg, and the area vrlthin the 2-day 

isoceraunio has spread, mostly eastward toward northern Florida. There 
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is a greater spread northward on the west side of the Appalachians than 

on the east. This can be attrib~ted to the prevailing eastward component 

of the wind, which· is up slope on the west side and down slope on the 

east side of the ridge. On the Pacific Coast the limited but neverthe­

less extreme activity for the region continues. There has been an 

appreciable increase of activity around Phoenix, which is shown by table 1 

rather than by the isoceraunics. It may even be defined as a secondary 

maximum, as Alexander defined it, but its connection with the so-called 

significant isoceraunic of the previous month over Utah is doubtful. The 

10,,000-f'oot mean-pressure chart for the month of'f.ers some support for the 

increase by indicating a trajectory of' air from a more southerly latitude 

off Lower California toward Arizona. It also shows a slight eastward 

displacement of the western wedge of the Atlantic High which may account 

for the extension of maximum activity toward Florida. 

149. On the March chart (figure 29) the area of' zero occurrence 

in the United States is finally eliminated, although Alexander still 

retained a small zero area ar~und Yellowstone Park. The only other 

substantial change from Alexander's pattern is over Arizona and New 

Mexico, where the use of' Flagstaff data altered the isoceraunic pattern. 

On the Pacific Coast there is a general diminution of thunderstorm 

activity associated with the northward and westward displacement of' the 

Pacific centers of action. The similar displacement of the Atlantic cells 

accounts for ·the spread of activity in the easternhalf of.the country, 

the 1-day line now having moved into the western Plains States. The 

1-day isoceraunic passing thl"ough Salt Lake, Santa Fe, and Phoenix may 

be, in part, also due to the influence of the Atlantic anticyclone on 
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thel spread of maritime tropical air westward from the Gulf and Atlantic, 

aidei by the mountainous topography. However, increased activity'along 

the Mexican border from San Diego to El Paso, and affecting Los Angeles 

.also, suggests that the Pacific may be another source of tropical mari= 

time air for this region, as was indicated in the discussion of the 

February chart. As in February, the March 10,000-foot pressure chart 

shows a trajectory from the sea off Lower California. 

150. On the.April chart (figure 29) the maximum area has progressed 

farther northwestward and is now centered near Little Rock. Bigelow's 

sea-level pressure chart for April shows the. center to be in a region 

where there is a change from anticyclonic to cyclonic curvature of 

isobars, also an indication of convergence. This convergence pattern, 

persisting in the region since January, is important in explaining the 

anomalous location of the maximum thunderstorm area during these months -

a location which in Marchf April, and May seems to be separated from the 

source of the tropical maritime air by the isoceraunic gradient. A 

secondary maximum, ~dth reversal of isoceraunic gradient indicated, 

appears for the first time near Miami. It is not shown on Alexander's 

chart because he did not use Miami data. It is possible that this 

increase in thunderstorm frequency is connected with a decrease of the 

anticyclonic curvature of the isobars over southern Florida as shown on 

Bigelow's chart. In any case~ it is the first appearance of a new and 

rapidly growing thunderstorm center. On the eastern slopes of the 

Rockies increased thunderstorm activity is now more definitely asso­

ciated With an Atlantic or Gulf souree of moisture, as the Atlantic 

High continues to strengthen and expand and to migrate westward. There 
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is a leeward deficiency on the westernmost slopes of the Rockies, where 

an isoceraunio trough appears. The plateau increase of activity still 

farther west is probably linked to the Pacific source of moisture.· 

151. In May (figure 30) the maximum activity is_ in northwestern 

Arkansas. Southward through Texas this is the month of maximQm thunder-

storm activity, and it is possible to relate it to a mean 101 000-foot 

pressure trough over this region. The growing activity over Florida1 

now centered nearer Tampa1 is_a close secondary and the eastern ranges 

of the Rockies also show greatly increased :values.. The appearance of 

the 2-day isoceraunic in northeastern. California indicates that the 

initial source of the tropical air for the westward advance is still 

the Gulf and the Atlantic, although it is not unlikely; considering the 

10,000-foot pressure pattern, that the air moving westward across Mexic~ , 

is recharged with moisture over the Gulf of California and over the .. /. 
·"'-,C/ 

Pacific off Lower California, before it turns northward. ·over Florida 

it seems more definite that .the emerging maximum results not only from 

the higher moisture values and greater insolation in the section but 

,from the convE?rgence indicated by the decreasing anticyclonic curvatur~ 

of the isobars over the region. As a whole the May chart does not 

differ much from. Alexander 1 s except in an elongation of the isoceraunic 

over Florida. 

152. By Ju~e (figure 30) the Arkansas maximum has moved to 

Missouri but it is exceeded both on the eastern slopes of the Rockies 

and over Florida and the Gulf Coast, with a country-wide maximum of 

16.3 at Tampa. Over most of Texas, not including the Panhand1e, there 

has been an actual decrease of activity •. Over Texas there is now a 
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small anticyclonic circulation at 10,000 feet, where there was a slight 

trough during the previous month of maximum activity. This is Reed's (6) 

high-level anticyclone, in part thermally induced by the increased heat-

ing of the land su_rface at this time of year, but also an intensified 

extension of the dynamic Atlantic anticyclone ofwhich it seems to be 

part. Reed has already shown how persistence of its center over a 

region coincides with drought conditions while on its western side the 

northward flow of tropical maritime air from the Gulf and Atlantic 

sources may bring thunderstorms as far west as California. On the 

eastern slopes of the Rockies the increased activity, basically due to 

the flow of such air against the barrier, is also enhanced by the · 

t . . . f 11 .. d . . (l4} summer ~me 1ncrease o va ey-~n occurrences • This is an effect 

of greater heating of the slopes than of the free air at the same level 

during the hours of insolation, resulting in the diurnal up-slope wind 

which reaches maximum strength in the afternoon. It is less likely to 

occur in the winter and spring when the frozen and snow-covered slopes 

respond less to the insolational effects. The seasonal change in the 

diurnal variation of thunderstorm frequencies, to be discussed in a 

-
later section, is consistent ynth such an analysis. Convergence, which 

seems at least partially responsible for the activity in Florida, would 

also tend to decrease the diurnal variation and Norton (l5) points out 

that in June showers in Florida are equally likely night or day. This 

is not confirmed by the statistics used in the current report which 

are, however, for very few stations. It is well to remember, though, 

that the convective instability of the air which the convergence acts 

upon does have a diurnal variation with a maximum in the afternoon, the 
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variation being an insolational effect. The June chart as a whole re-

sembles Alexander's closely. 

153. By July (figure 30) the lessening of thunderstorm frequency 

observable in Texas in June has spread, mostly northward and. northeast-

ward to Iowa, Illinois, and eastern Indiana. The 10,000-foot anti-

cyclone, centered in June over southern Texas, is now over Louisiana 

with a much larger expanse. Elsewhere frequencies are still increasing, 

with maximum monthly values at~ained from Florida northward and over the 

eastern slopes of the Rockies. It is significant that the position of 

the high-level anticyclone now makes possible two main southerly currents 

over the United States, one west of the high-level anticyclone and the 

other east of it at the edge of the main body of the Atlantic anticyclonic 

cell. Within these two currents the maximum thunderstorm activity is now ' 

concentrated~ In the mountain area Flagstaff now comes into secondary 

prominence, resulting in an isooeraunio change from Alexander's chart. 

The approximate curvature of the axis of maximum activity in the 

Rookies is about parallel to the orientation of the easternmost ridges · 

from New Mexico to Montana, emphasizing the importance of the orographic 

lift. A slight increase in frequencies is still observable in California. 

except on the Coast, where zero values now appearo There are no thunder-

storms in the stabilized air flowing eastward out of the Pacific High; 

those which do occur in California are generated in the air flowing· 

around the Atlantic High or its companion, the high-level anticyclone. 

Also noticeable in a comparison of the June and July charts is the in-

hibiting effect of the Great Lakes. Cooled from below, the stabilized 

air blowing inland off the Lakes makes its presence felt .in the 
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persistence of the 8-day and 6-day isoceraunics in this region, which 

show little northward progression between June and July. 

154. In August (figure 30) there is a general decline of thunder-

storm activity throughout the country, with- some significant exceptions. 

There is a slight increase over northern Missouri, northeastern Kansas, 

and southwestern Iowa. This is about the center of the region where, as 

M (7) th . . t f d t• . t ~ans has shown , . ere ~s ~n summer a ype o a vee ~ve warm~ng a 

intermediate levels which is most effective in steepening the lapse rate 

at night. It is probably the cause of the excessive nocturnal thunder-

storm activity in this region, which Means' figures indicate is at its 

maximum in,August. The other slight increases in August appear at Key 

West and in the area from Flagstaff to the Mexican border. Both can 

be related to the expansion of the anticyclone at 10,000 feet, which 

pushes the northward current in the western part of the country farther 

west and forces the northward current around the Atlantic High farther 

east. Beneath the center of the expanding high-level anticyclone, the 

decline of thunderstorm activity continues. The August chart differs 

from Alexander's chiefly in the extension of the Rocky Mountain maxi-

mum isoceraunic from Santa Fe to Flagstaff. Flagstaff, indeed, now 

exceeds Santa Fe, 19.7 to 16.4. 

155. September (figure 31) shows the very decided contraction 

Gulfward of the isoceraunics as both insolation and tropical-maritime 

flow northward decrease. The southeastward recession of the oceanic 

anticyclonic circulations begins at this time. While for practically 

all of the country this means a decrease in thunderstorm days, on the 

Pacific Coast it means a slight increase which is maintained into the 



spring. The secondary maximum which persists around Kansas City on this 

chart may be due to the persistence of the nocturnal activity. Bigelow's 

sea-level pressure chart for the month a~so indicates convergent iso­

baric structure over the region. 

156. It is the latter phenomenon which is the more important, 

because only its persistence through the following months can adequately 

explain the persistence of the maximum zone of activity approximately in 

the longitudinal center of the country, and appreciably removed from the 

Gulf. On the October chart (figure 31), for instance, the maximum point 

within the 2-day isoceraunic is about the geographical center of the 

four states: Kansas, Missouri, Oklahoma, and Arkansas. This is also 

the approximate location of the maximum decrease in curvature of the 

anticyclonic isobars on Bigelow's October chart. In general, of course, 

the decrease in thunderstorm activity and the pattern of recession 

toward the Gulf is maintained except along the Pacific Coast. Over 

southern Fiorida there is a change of isoceraunic gradient, Key ~st 

and Sand Key now having the maximum values on the map. 

157. By November (figure 31) the midwinter pattern is closely 

appr~ached, with isoceraunic gradient directed outward from Louisiana 

anq Arkansas except in the Far west where the activity is maintained 

on the Coast. Bigelow's pressure chart also shows the southward 

recession of the convergence zone. 

158. Between the December (figure 31) and January (figure 29) 

charts there. is little difference. These are the months of minimum 

activity,·the moderate concentration in Louisiana coinciding with a 

convergence zone of .isobaric curvature and also with the longitude at 



which the intrusion of tropical maritim~ air is most likely. 

Associated wet-bulb temperatures 

159. It was shown in the previous chapter that the wet-bulb 

temperature is a key to the thermodynamic analysis of the thunderstorm. 

It lies on the pseudo-adiabat which the rising surface air will follow 

and thus helps determine the magnitude of the conditional instability 

as well as the height of the condensation level. A decrease of the wet-

bulb potential temperature with height signifies convective instability 

and the rate of the decrease also serves as an index of the lowest 

temperature to be expected in the thundersto~ downdraft. Furthermore~ 

it was shown. that the difference between the precipitable-water contents 

corresponding to the dew-point curve and the wet-bulb curve is equal to 

the amount that must be evaporated to cool the atmosphere to its wet-

bulb temperature. It is of interest therefore to determine the wet-

bulb temperatures that are commonly associated with thunderstorms. 
(~) 

16o. Figure 32, taken from Albright ~ , is a map of the dis-

tribution of surface wet-bulb temperatures which are exceeded not more 

than 5% of the total hours during June to September, inclusive, of a 

normal summer. Over the eastern half of the country there is some 

resemblance to the annual thunderstorm pattern (figure 28) and also, 

therefore, to the summer thunderstorm patterns (figure 30). In 

particular, the Gulfward increase characterizes all three charts9 

However, the temperatures in figure 32 are surface wet-bulb tempera-

tures and therefore not directly comparable since, when air is lifted, 

its wet-bulb temperature is lowered pseudo-adiabatically while the air 
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is cooled dry-adiabatically. The relation of wet-bulb temperature to 

height can be obtained from figure 33, which also gives similar rela-

tions for the dew point and the dry-bulb temperature, the latter being 

reduced along the dry adiabat and the former along the mixing-ratio 

line. In all cases, sea level has been considered to be 1000 mb. 

161. Pertinent to figure 32 is the fact that, in the summer, 

thunderstorms also occur on the average about 5% of the time. Allowing 

two clock hours for the average summer thunderstorm occurrence, thunder­

storms may be said to occur during the summer from 1 to 6% of the time 

throughout the country except on the Pacific Cqast. A check on this 

statement is provided by compilations of thunderstorm durations (time 

from first to last thunder heard) made by Fuller (17) for Peoria and by 

Bily (l8) for Tampa. 

Table 3 

THUNDERSTORM D~IONS AT PEORLA, ILL., 1905-31 

Jan Feb Mar }..pr May Jun Jul Aug 3ep Oct Nov Dec 

Hrs per month 0.4 0.5 5.3 10.2 18.5 21.5 20.1 16~5 14.7 4.3 1.9 0.1 

% of total hrs .05 .07 O. 7 1.4 2. 5 3.0 2. 7 2.2 2.0 0.6 0.3 .. 01 

Table 

THUNDERSTORM DURATIONS Kr TJ..:MPA, FLA., 1890-1904 

Jan Feb Mar Apr May Jun Ju1 Aug Sep Oct Nov Dec 

Hrs per month 1.3 3.1 5.8 7.4 8.2 23.4 25.6 27.5 10.8 1.6 0.4 0.9 

%of total hrs 0.2 0.5 0.8 1.0 1.1 3.2 3.4 3.7 1.5 0.2 .06 0.1 
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The frequencies would be slightly higher than those tabulated if based 

on clock hours rather than actual durations in hours and minutes~ 

162. It was thought that a closer approach to the values of the 

wet-bulb temperatures associated with thunderstorms could be obtained 

. from a matching of .the .numerical frequencies of each. The wet-bulb 

frequencies were also obtained from Albright's book which includes 

tabulations of .the total hours of occurrence of wet-bulb temperatures 

equaling or exceeding certain values during June to September, inclu­

sive, of anormal year. The occurrences tabulated are those within 

8-, 12-, and 24-hour periods each day. The 12-hour. tables were used 

in this study, since the 12-hour periods were generally from lQ a.m9 

to 10 pem., or from 1 p.m. to 1 aom., and therefore most. closely 

associated with the period in which the greatest number of thunder­

storms occur.. Because the higher wet-bulb temperatures are of the 

most interest~ it was arbitrarily assumed, for the purposes of this 

study, that the duration of the wet-bulb temperature range associated 

with a thunderstorm day was equal to the normal duration of the wet­

bulb temperatures within 2.5 F of the normal daily maximum wet~bulb 

temperature during the period June to September. 

163. The normal diurnal variation of wet-bulb temperatures 

throughout the country is shown in figure 34, also from Albright. 

At Moline, Illinois, for instances the average duration of the wet­

bulb temperatures within 2 .. 5 F of the normal maximum is 11 hours. In 

this analysis, then, 11 hours of wet-bulb duration were matched with 

one thunderstorm day at Moline (or, in this casea Davenport, which 

was the available station close by)e The s~e practice was followed 
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at .all other stations except those, such as Miami and San Antonio, where 

the average .wet-bulb duration indicated was more than 12 hours. In such 

cases a 12-hour average durationwas.used. The selected average dura~ 

tion .was then multiplied by the average number of thunderstorm days 

during the period June to September, obtained from.the comparative-

data summaries. With this product used as a wet-bulb frequency, 

Albrigh.t 1 s tabulations were entered to obtain the wet-bulb temperature 

corresponding to the frequency. l'llflenever the product did not closely 

match a tabulated frequency, the next larger .frequency. was used - in 

other words, the next lower temperature in whole degrees Fahrenheit. 

The wet:..bulb temperatures thus obtained were reduced pseudo-adiabatically 

(by means of' figure 33) to sea level (1000 mb) and plotted on a. map. 

Figure 35 shows the distribution of' these reduced wet~bulb temperatures 

throughout the country. They are also wet-bulb potential temperatures, 

by definition. The indicated gradient is less than in figure 32. It 

is also less than it would have been if' the temperatures of ffgure 32 

had been reduced to sea level. It can be seen that. about two thirds 

of the country experiences wet-bulb potential temperatures of 74 to 

77 F, inclusive, vdth a.:frequency directly proportional to the fre­

quency of thunderstorm days. 

164. A check on the validity of the relationship was made by 

determining the wet-bulb temperature f'J"equencies during the thundeF­

storms indicated on the 1630 EST weather maps of July 1942.. a month 

with considerable thunderstorm ac.ti;rity.. The coincident. surface wet­

bulb potential temperature was determined for each indicated thunder­

storm. There were 224 thunderstorm occurrencese Figure 36 shows the 



distribution and cumulative curves of percentage frequencies of surface 

~.observed at the time of these occurrences. The peak frequency is at 

74F which is within the narrow range of associated Qw values previously 

derived. Eighty-five percent of the thunderstorms occurred with Ow 70 F 

or higher., and all but one thunderstorm, which occurred on the California 

coast, were associated with a Ow o:f 66 F or higher. 

165. Since a decrease of Ow with height signifies convective 

instability, it is of interest to not~ the values o:f Ow alo:ft. For 

convenience in such an analysis, the pseudo-adiabat associated with a 

particular Ow value may be identified by its OE value. A Ow of 75 F 

or 24 C equals a ~ of 350.8 A. The pseudo-adiabat thus identified has 

a temperature of 12 C at 10,000 feet. In July 1942 only three cases 

were noted in which such a wet-bulb temperature was equaled or exceeded 

at that height ... three cases, in other words, in which a Ow of ·24 C 

or aOE of 350.8 A was equaled or exceeded at 10,000 feat. In one o:f 

the cases, with a OE of 355, a thunderstorm was in progress during the 

ascent. In another case., with a OE .of 353, the surface wet-bulb at 

the timewa.s 82 F, giving a OE of 371 and thus indicating exceptional 

convective instability. In the third case ~ at 10,000 feet was equal 

to 350.8 A. 

166. Figure 37 shows distribution and cumulative curves of' the 

percentage frequencies of' OE occurrences at 3 kilometers during the 

months June through September, 1936 and 1937, at four widely scattered 

stations: Omaha, Shreveport, Boston, and Billings. The highest OE 

was 350, and there was only one case of that. 
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167. The conclusion can be reached that 75 F is a critical 

surface wet-bulb potential temperature an~~here in the United States, 

and especially in the northern portions. If exceeded, it almost always 

indicates convective instability as well as conditional instability. 

However, experience indicates that its occurrence does not guarantee 

the occurrence of the thunderstorm. A mechanism must be present to 

provide the trigger action •. The instability, whether convective or 

conditional, is only potential and requires realization. 

Comparison with average precipitation distribution 

168. Figure 38 is an isohyetal map of average annual precipita­

tion over the United States and the 12 succeeding charts in figures 39 

to 41 are isohyetal maps of average monthly precipitation. The first 

chart is adapted from th.e annual precipitation chart on page 711 of 

11 Climate and Mane 11 The monthly charts are based on first-order-station 

averages obtained from the oomparati ve-data summaries, plus averages 

selected from cooperative-station data published in the state climatic 

summaries of 11Glimate and M.e.n. n The latter maps are therefore not as 

accurate in detail as the annual map. They serve the purpose, however, 

of their reproduction here, which is a comparison with the distribution 

of thunderstorm days as shown by the red overprint. The comparison is 

general rather than detailed. No attempt is made to distinguish be­

tween snowfall ar.lcfrainfall, the terms "precipitation" and nrainfall" 

being used intdrchangeab ly. 

169. The arJ:lual map (figure 38) furnishes a few clues to the types 

of relationship which are best sustained in the monthly maps. East of 



th~ lOOth meridian both rainfall end thunderstorms decrease northward 

from the Gulf. Over the Plains States, hovvever, the vvestward longitudi­

nal gradient of rainfall is much steeper than the. thunderstorm gradient 

and on the Atlantic Coast there is a tendency toward reversal of the 

thunderstorm gradient in the rainfall pattern. Over the Rocky Mountain 

area the relationships, if any, are not clear on the annual map. On 

the West Coast and in the Sierras the rainfall pattern is in sharp con­

trast to the thunderstorm patterno 

170. On the January map (figure 39), as on all the winter maps, 

an outstanding difference between the two types of activity is implied 

rather than demonstrated. As will be shown later, the number of days 

with rainfall far exceeds the number of days with thunderstorms in the 

winter months. Nevertheless, from the central Gulf States to the Ohio 

River Valley, isohyets and isoceraunics have approximately the srume 

shape. The area of important rainfall in this region, however, extends 

farther northward and eastward than the thunderstorm activity. While 

the thunderstorms are confined mostly to the warm sector and the fron~al 

zones, where tropical maritime e.ir is deep and near the surface_, the 

rain area spreads northward where the warm .air overruns and where 

occlusion of the cyclone takes place. Along the Atlantic Coast, too, 

a new source of maritime tropical air is often drawn into the circula­

tion, with consequent spread of coastal rainfall. On the Pacific Coast, 

although the heavy rainfall seems entirely excessive in proportion to 

the thunderstorm activity, it must be remembered that the latter, though 

rare at any time of year, actually decreases in the dry summer monthso 

Also, as previously mentioned, while the orographic effect is sufficient 

.. 
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to cause heavy precipitation, it requires a particularly intense occluded 

front to produce a thunderstorm in that region. 

171. In February (figure 39) a slight eastward shift and spread 

of the maximum isohyets toward the Atlantic Coast accompanies the 

slight eastward displacement to Mississippi of the maximum isooeraunic 

centero The thunderstorm spread northward to the Lakes and along the 

Atlantic Coast is not accompanied by any important increase in rainfall. 

The 4-inch isohyet, .for example.., has receded from northern to southern 

Kentucky. An increase of rainfall in Ariz.ona, Utah, and Colorado is 

probably associated with the mild outbreak of' thunderstorm activity 

indicated at Phoenix (table 1). 

172. By March (figure 39). the 2-da.y isoceraunic .l;las expanded 

more than the 2-inch isohyet in the same region but there is s.till a 

strong resemblance .between the rain and thunderstorm patterns from 

the Gulf to the Lakes. The rainfall in the Plains States, thoug.l;l still 

under two inches, has increased somewhat .with the movement of' the 1-,day 

isoceraunic into the area.. Again, at least in.the regions o£ the greatest 

activity (outside the West Coast area), the thunderstorm and rain maximum 

centers do not coinc~de, .the thunderstorm center appearing south and west 

of the rain center. 

173. In April (figure ..39) the rains though still heavy, have 

diminished on the Pacific Coast while the thunderstorm activity has 

moved inland. The greatest increases in rainfall are in the Plains 

States west of the Mississippi River as shown by the spread of the 2-inch 

o:tsohyet.. The maximum thunderstorm activity, in Arkansas, is south .and 

east of' much of this spread, indicating a cyclonic flow of the warm, 
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moist air from the vicinity of. the month's maximum thunderstor.m activity. 

In Florida, the first appearance of a4-inch isohyet on the southeast 

coast coincides with the first appearance of a 4-day isoceraunic. The 

numerical similarity is, however, a coincidence. 

174. In May (figure 4o) the significant increases in rainfall 

are from Texas-Oklahoma northward and in Florida, where there are also 

the most significant increases in thunderstor.m activity and where the 

latest maximum thunderstorm centers are located. Again there seems to 

be a northward and northwestward spread of increasing rain from the 

center of thunderstorm activity except in Arkansas, where thunderstorm 

and rainfall centers coincide. The rain spread is toward the Plains 

St~tes and toward the Rookies, ~ere a secondary thunderstorm maximum 

now begins to appear. 

175. The shift of the maximum thunderstorm center westward 

across Florida by June (figure 40) has been accompanied by a shift of 

the maximum rainfall center and the increase in thunderstorm activity 

is also reflected in the rainfall. In most of Texas there has been 

a decrease of thunderstorm activity, and an accompanying isohyetal 

depression now extends across Louisiana and Mississippi to South 

Carolina. However, east of Texas thunderstorm activity has increased, 

and the isohyetal depression is only comparative east of Louisiana -

the rainfall has actually increased. Along the eastern slopes of the 

Rockies the now visible thunderstorm centers are no longer reflected 

in any increase in rainfall. Except around Roswell, there has been an 

actual decrease in rainfall. The Missouri thunderstorm center, ho1Mever, 

is still accompanied by increasing rainf'all which has spread northward 

and northwestward. 
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176. By July (figure 4o) the shift of the Florida thunderstorm 

maximum has finally brought the rainfall maximum to the west cbast of 

the peninsula. Increasing rainfall accompanies the increase in 

thunderstor.m activity alorig the immediate Gulf Coast and also in the 

Rockies, where there has been a significant extension of the rainfall 

zone.westward into Arizona along with the extension to Flagstaff.of 

the thunderstorm maximum. The high-leve~ anticyclone has now erased , 

the Arkansas-Missouri thunderstorm maximum and the flow of tropical 

maritime air toward the Rockies is entirely around the southern and 

western peripheries of the high-level circulation. Under its central 

portion the Texas decrease in activity has spread northward with rains · 

diminished to the Canadian border. Along the Atlantic Coast from 

Georgia to Virginia there has been an important increase in rainfall, 

also accompanied by an increase in thunderstorm activity. But while 

the increase in rainfall is greater, the thunderstorm increase is less 

than on the Gulf Coast. This is probably due to the hurricane or 

tropical-storm frequency of this 
(19) 

season · , the hurricane being a 

heavy-r~infall producer, but causing little or .no thunderstorm activity. 

177. While there not much change from July to August, the 

latter map (figure 40) gives the first evidence of the southward con-

traction of both isohyets and isoceraunics which,· in the following 

months, becomes the general rule except on the West Coast. There is a 

slight decrease in most sections, the greatest decreases, both in 

rainfall and thunderstorms, being north of latitude 45. 
178. In September (figure 41) the decrease in both activities 

continues throughout except in three locations. In the extreme northwest 
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the increase in rainfall is unaccompanied by anyequivalent increase 

in thunderstorms.. Over Missouri, Illinois, and Wisconsin rainfall 

has increased (probably associated with increased frontal activity 

in this region), the area being approximately coincident with a 

diminished center thunderstorm frequency9 Rainfall has increased 

over eastern Florida also, where thunderstorm activity has decreased, 

with the center of' thunderstorm activity beginning to be displaced 

southeastward. 

179. In October (f'igure 41} the southern Florida isoceraunic 

center corresponds to the isohyetal center in that region. There hae 

been no increase in thunderstorm activity on the Pacific Coast except 

around Tatoosh {table 1), but the rainfall increase is important. 

Along the northeast Atlantic Coast rainfall values are still practically 

unct1anged but thunderstorm days have dropped sharply. Elsewhere the 

decrease in both activities continues. 

180. On the November map (figure 41) the general thunderstorm 

decrease is still accompanied by a decrease in rainfall except in 

Arkansas ... Louisiana, in the Northeastern Stat13s, and on the West Coast. 

From Eureka northward Pacific Coast stations now show slightly in­

creased thunderstorm activity (table l) but the rainfall increase is 

much greater. In the Northeastern States, although thunderstorm 

activity has practically ceased, rainfall values are not much changed. 

The Arkansas-Louisiana rainf'all center coincides with a diminished 

maximum thunderstorm center. 

181. In December (figure 41) there is increased rainfall from 

East Texas to the Atlantic Coast, with th€l exception of southern Florida. 
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The rainfall values are maintained in the Northeast and further increased 

on the West Coast where the slight thunderstorm increase has extended 

southward to San Diego (table 1). Elsewhere in the country there is 

still a decrease in precipitation except in northern Louisiana, where a 

maximum rainfall center is located, coinciding approximately with the 

thunderstorm center. 

182. The generally evident though not invariant relationship be­

tween rainfall and thunderstorm activity is further ;demonstrated in 

tables 5, 6, and 7. In table 5 the percentage of normal rainfall for a 

state or section during the wettest summer of record for the period 

1904-43 is compared with the percentages normal thunderstorm-day 

frequency at all the first-order stations which were available during 

the same season within the state or section. In table 6 a similar 

comparison is made for the driest summer of the 1904-43 period. The 

areal-rainfall values were obtained from a published Weather Bureau 

summary of normals and seasonal percentages of rainfall for the period 

1886-1938 (20), to which have been added the seasonal percentages for 

the last five years. With few exceptions, the tables show mostly 

above-normal thunderstorm-day frequencies for the wettest summer and 

mostly below-normal frequencies for driest summer. 

183. For table 7, 47 stations were selected as geographically 

representative. The percentage of normal thunderstorm-day frequency 

and the percentage of normal rainfall are compared for each station, 

first, in the July with the maximum number of thunderstorm days 

(1904-43) and, second, in the July with the maximum rainfall (same 

period). On the whole the positive relationship indicated in tables 5 
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Table 5 

COMPARISON OF PERCENTAGF~ ,OF NORMAL RAINFALL 
WITH PERCEN'i'AGES OF NORMAL THU!IDERSTORM-DAY FRFJ;iUENCY 

DURING THE WETTEST SUMMERS - 1904-43 ·'7-

State Percentage Percentages of Normal Thunderstorm-Day Frequency 
or of Normal at 

Section Year Rainfall All Available First-Order Stations 

Ala. 1916 185 110-101-93 
Ariz. 1921 184 177-75 
Ark. 1915 156 113-98-98 
Calif. 1929 311 83-0-0-0-0-0-0 
Colo. 1921 158 116-109-88 
Fla. 1939 132 122-113-112-110-99-93 
Ga. 1928 145 118-113-109-103-93 
Idaho 1913 212 180-141-129 
Ill. 1915 168 121-102-91-87 
Ind. 1915 .150 133-105-104-81 
Iowa 1924 151 142-140-137-129-124-110 
Kans. 1915 166 143-131-l2B-123-16a 
Ky. ]928 161 131-107 
La. 1940 174 105-92 
Md-Del.* 1906 155 138-105 
Mich. 1905· 135 110-106-102-99-96-82-79-70 
Minn. 1905 142 171-135-123-120 
Miss. 1940. 151 93-76 
Mo. 1915 170 142-136-136-133-119-115 
Mont. 1915 173 165-137-123-101 
Nebr. 1915 173 151-136-129-104-101 
Nev. 1913 291 253-253-129 
New Eng. 1922 151 139-139-133-127-110-109-108-108-95-81-78 
N.J. 1928 153 124-105-94 
N. Mex. 1921 175 144-133 
N.Y. 1928 142 128-128-113-105-103-102-101-87-84 
N.C. 1906 159 141-134-124-121-72 
N. Dak. 1928 152 130-119-119-97 
Ohio 1935 139 130-109-104-95-94 
Okla. 1915 173 127 
Oreg. 1941 238 263-244-165-125 
Pa. 1928 142 128-119-112~106-103-91 
s.c. 1906 148 139-138 
S. Dak. 1915 167 134-118-109-96 
Tenn. 1928 149 123-122-112-103 
Tex~ 1919 172 203-158-157-156-145-143-135-133-126-118-116-109-80-77 
Utah 1936 211 189-153 
Va. 1906 156 144-135-122-112-100 -~t 

Wash. 1937 194 240-231-206-169-143-125-0 
w. V'a.. 1907 133 110-99 
Wis. 1905 145 163-143-111-108 
Wyo. 1941 168 206-117-97 <J 

* including Washington. D. C. 



State 
or 

Section 

Ala. 
Ariz. 
Ark. 
Cali.f. 
Colo. 
Fla.. 
Ga. 
Idaho 
Ill. 
Ind. 
Iowa 
Kans. 
Ky. 
La. 
Md-Del.* 
Mich. 
Minn. 
Miss. 

·Mo. 
Mont. 
Nebr. 
Nev. 
New Eng. 
N.J • 
N. Mex. 
N.Y., 
N.c. 
N. Dak. 
Ohio 
Okla. 
C:reg. 
Pa.. 
s.c. 
s. Dak. 
Tenn. 
Tex. 
Utah 
Va. 
Wash. 
w. Va. 
Wis. 
Wyo. 

Table 6 

COMPARISON OF PERCENTAGES OF NORMAL RAINFALL 
WITH PERCENTAGES OF NORMAL THUNDERSTORM-DAY fREQUENCY 

DURING THE DRIEST SUMMERS - 1904-43 

121 

Percentage Percentages of Normal Thunderstorm-Day Frequency 
of Normal at 

Year Rainfall All Available First.o.Order Stations 

1926 60 73-73-76-103 
1924 59 . 48-48 
1930 36 64-82 
1940 20 0-0-0-0-0-0-32 
1924 42 49-50-55 
1931 58 71-82-82-88-95-104 
1925 52 66-83-86-93-104 
1919 24 50-75-89 
1936 53 53-85-87-102 
1936 57 86-88-120-133 
1927 59 58-63-66-67-68-70 
1936 31 38-45-64-67 
1930 44 45-111 .. 
1924 43 48-100 
1930 47 67-87 ' 
1930 65 40-66-68-84-87-89-102-103-104-lll-132 
1936 54 57-63-85 
1930 47 59-70 
1936 32 43-48-49-65-78 
1919 39 36-86 
1936 45 56-64-89-90 
1919 27 12-84-85 
1913 63 68-68-80-84-88-88-91-93-96-100-101-101 
1929 55 76·97-106 
1922 70 72-106 
191:3 60 55-81-82-86;..89-101-101-102 
1925 60 75-86-92-109 
1936 44 5$-97-106 
1930 56 65-76-76-83~86-108 
1936 30 42 
1919 33 49-83-105 
1930 62 51-66-69-69~78-89 
1925 50 73-79-79-96 
1936 44 85-113 
19~0 50 43-61-81-100 
1934 50 21-39-43-49-58-65-67-69-83-86-89-94-95-96 
1940 55 44-54 
1930 52 44-51-51-52-71-74 
1919 38 0-38-80-99-125-127-133 
1930 53 44•55 
1910 60 74-79-95 
1924 .49 12-65-69-86 

* including Washington, n; C. 
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Table 7 t 
COMPARISON CF :MAXIMUM RAINFALL AND.· KAXDitJK THUlfDERSTORH-DAY FREQUENCY 

FOR JULY AT SELECTED STATIONS, 1904-43 

July with Max. Thdrstm Days July with :U aximum Rainfall 

% Normal % Normal % Normal %Normal 
Station Year Th.Days Rainfall Year Rainfall Th.Days 

Abilene 1911 245 336 1938 418 94 
Amarillo 1941 232 131 1908 211 82 
Asheville 1934 159 104 1905 270 136 
Atlanta* 1916 149 238 1916 238 149 
Baker 1907 308 234 1908 442 128 
Boston 1938 200 271 1921 335 140 
Buffalo 1921 242 48 1927 188 136 
Burlington 1933 152 16:/F 1932 226 114 
Cairo* 1910 173 248 1910 246 173 
Charles City 1942 183 198 1940 274 122 
Charleston 1904 203 92 1935 256 154 
Chicago 1935 180 96 1915 176 153 
Cincinnati 1917 157 114 1926 283 93 
Columbia, Mo.* 1924 155 146 1924 146 155 
Del Rio 1938 218 115 1906 369 125 
Denver 1918 160 184 1919 329 56 
Dodge City 1904 214 60 1911 258 90 
Duluth 1913 176 170 1909 298 132 .>; 

Eastport 1917 186 62 1916 156 139 
Elkins 1913 177 158 1911 189 93 
El Paso* 1914 163 276 1914 276 163 
Escanaba 1935 177 133 1922 221 51 
Eureka 1935 1000 90 1916 1340 0 
Fort Smith 1904 200 92 1905 251 133 
Grand Junction* 1929 188 388 1929 388 188 
Grand Rapids* 1912 116 256 1912 256 176 
Havre 1935 228 94 1916 337 129 
.Huron 1939 170 59 1918 233 125 1 
Los Angeles 1936 1000 100 1918 900. 500 
Modena 1906 192 173 1916 355 121 
'Nashville 1938 163 146 1936 206 127 
'New Orleans 1942 146 130 1940 179 134 
New York 1938 193 151 . 1919 187 60 
North Platte* 1907 186 264 1907 264 186 
Omaha 1943 209 110 1915 219 151 
Phoenix 1917 205 378 1911 616 141 
Pittsburgh* 1943 161 197 1943 197 167 
Pocatello* 1925 184 416 1925 416 184 
Portland, Oreg. 1920 500 118 1916 418 0 
Raleigh* 1931 143 220 1931 220 143 
Reno* 1913 275 833 1913 833 275 
Richmond 1913 155 77 1923 230 124 
Santa Fe 1908 162 84 1911 216 115 
Seattle* 1916 429 306 1916 306 429 
Sheridan* 1923 149 522 1923 522 149 
Tampa 1904 142 61 1906 175 124 
Williston 1935 111 250 1928 311 158 

•July of maximum thunderstorm days & maximum rainfall the same 
#Minfmum July Rainfall 



12.3 

and 6 maintained. At 13 of the stations the July with the maximum 

riumber of thunderstorm days is also the July with the maximum rainfall~ 

However, 13 stations had below_;normal rainfall during the July of maxi-

mum thunderstorm-day frequency, and 10 had below-normal thunderstorm-

day frequency during the July of maximum rainfall; Eureka and Dodge 

City ~re the only stations in both categories. Other rather startling 

exceptions may be noted. At Burlington, Vermont, the July of maximum 

thunderstorm-day frequency is actually the July of minimum rainfall. 

At Eureka and Portland (Oregon), the July of maximum rainfall is a" 

month with no thunderstorms at all •. At both Tampa Sante Fe every 

day was a thunderstorm day during ._t;he July of maximum thunderstorm-day 

frequency but the associated monthly rainfall was below normal. 

Comparison with precipitation-day distribution 

184~ It is apparent from the previous discussion that the exist-

ence of any relationship between rainfall and thunderstorm activity 

varies with time and place. A comparison of the distribution of thurider-

storm days with the distribution of days with measurable precipitation 

discloses further interesting features of the variable relationship. 

Figures 42-45, based entirely on first-order-station records (primarily 

from comparative-data summaries) show the annual and monthly distribu-

tion of days with .01 i:hch or more of precipitation, the red overprints 

showing the corresponding isoceraunic patterns. The extent to which 

the lines of equal frequency have been smoothed by using only first-order-

station data can be judged by comparison of figure 42 with the annual 

chart of, the same type on page 723 of "Climate and Man. n However, use 
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of first-order-station data makes the charts directly comparable with 

the thunderstorm charts which are based on the same data. 

185. A dominant of most of these charts, first observable 

on the annual map (figure 42), is the sharp. reversal of the gradient 

o:f activity. Except in Florida and along the Gulf Coast, the number of 

days with measurable precipitation decreases from north to south where­

as the corresponding thunderstorm-day gradient is from south to north. 

Immediately west of the Mississippi, however, the westward gradient of 

rainfall* days is similar to the thunderstorm-day gradient. The 

highest rain-day values are on the northwest coast, where thunderstorm 

days are at about a minimum. Throughout, the numerical values of days 

with rain are higher than thunderstorm-day values but the ratio of days 

with rain to days •Nith thunderstorms varies from about unity around 

Tampa and Santa Fe to a value 50 times as great on the Pacific Coast. 

Figures 46 to 49, to be discussed later, show the annual and monthly 

distribution of the ratios plotted as reciprocal percentages, i.e., as 

percentage ratios of thunderstorm days to rainfall days. 

186. There is little variation from the annual over-all pattern 

January, February, or March (figure 43) except that the comparatively 

high rainfall-day values in the Gulf and Florida are not yet visible. 

The latter maximum is a summertime contribution whereas the annual map 

is dominated by the vdnter contribution. 

187. By April (figure ) rainfall days have diminished and 

thunderstorm days increased to such an extent that the values are 

* Used as synonymous with nprecipitation" throughout this report. 
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actually equal at Roswell and fast approaching equality in that vicinity 

and in the Gulf States, In May (figure 44) the trend is continued, with 

Albuquerque and El Paso now joining Roswell in having more thunderstorm 

than rainfall days in that region. Another trend becoming discernible 

at this time is that stations in the Gulf region - Miami, in particular, 

this month - are now approaching northern stations in number of days 

with measurable rain. The gradient throughout has been slowly decreas-

ing since January, and most rapidly along the West Coast. 

188. By June (figure 44) continuation of the latter trend has 

established a northward gradient of rainfall days along all the Gulf 

Coast except the Texas portion. Days with thunderstorms now exceed 

days with measurabl<? rain throughout Arizona, New Mexico, the eastern 

portions of Colorado and Wyoming, and at most stations along the Gulf 

Coast apart from Texas. Both trends are m~intained in July and August 

(figure 44). From the Gulf States to New England the gradient of rain 

days has become almost entirely northw:ard like the thunderstorm-day 

gradient, and thunderstorm days now either equal or exceed rain days 

almost everywhere except in the- states bordering Canada. 

189. September (figure.45) shows a return to the winter pa:ttern •. 

Except at stations in the Southwest, rain days again excf)ed t}:).under';.; 

storm days throughout and the rain,.day .gradient from t~e· Canadian 

border s smthward shows sign:s .o;f',; r~establishment. ;The 'patter)il. beq.p}Jle~ · 
,": • • '_;- ·~ t c. . '"v ~«\: •' ., 

"~"'-:- •' .-. 

steadily more definite in October: November, and becember .. (figur•{45) •· 

190. As p,reviously mentioned, figures 46 through 49 sho1'T th~ · 

annual and monthly distribution of the percentage ratios :of thunder-

storm days to days with oOl inch or more of precipitation. These 
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ratios were obtained from the averages, to whole numbers, for which the 
; .. 

isocer.au..YJ.ics of figures 28 to 31 and the isofrequency lines of figures 

42 to 45 were dra~m. 

191. The annual chart, figure ~.6, shows all ratios but one (at 

Albuquerque) to be less than 100% and more than half to under 50%. 

The monthly charts, however, demonstrate a.wide seasonal variation of 

the ratio. In January (f.igure 47) the ratios are naturally small, 

mostly near zero except in the region Of appreciable thunderstorm 

occurrence where no ratios, however, are much over 20%. The ratios 

increase in the following month·s until by April (figure 47) the near-

zero values are confined to the West Coast. In the vicinity Roswell 

thunderstorm days are now numerically equal to measurable-rainfall days. 

192. The area of ratios equaling 100% or more grows rapidly until 

July and August (figure 48) and then declines rapidly, until by October 

(figure 49) it oomp:dses only the vicinity of Yuma. The 8.rea in which 

the number of days with .01 inch or :tnore approximately equals the number 

of thunderstorm days is thus at its maximuJTl from June through .August, 

but it is only a fair approximation to conclude that therefore nearly 

all rain is associated with thunderstorms during this period, especially 

within the area considered. .An analysis of the record at Mobile in 

table 8 shows that even in the three months, June through .August 7 when 

days with .01 and days with thunderstorms approach equality, the number 

of days that can be classified as both is only about 75% of either 

total: 



I<' 

0 

l.27 

Table 8 

TOTAL ThlJNDERSTOF]]f DAYS VS~ TOTAL DAYS WITH .01 INCH OR MORE 
AT MOBILE, ALA., 1914-36 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Days with 
.01 or more 229 219 198 181 191 237 331 301 191 155 154 234 

Days with 
thdrstms 39 52 78 ll8 142 255 365 332 131 54 30 44 

Days ,;Ji th both 38 50 75 111 113 186 265 243 85 44 30 44 

During the other months the percentage of thunderstorm days that are 

also days with measurable rain at the station is often 100 or nearly so, 

but as few as 20% of the days with measurable rain may be thunderstorm 

days. In the wintertime, in other words, there are practically no 

thunderstorm days without measurable rain at.the same station. A similar 

analysis, confined to the summer months, was made of 10-year records at 

Omaha and Oklahoma City: 

Table 9 

TOTAL THUNDERSTORM DAYS VS. TOTAL DAYS WITH .01 INCH OR MORE 
AT OMAHA, J\TEBR., AND OKLAHOMA CITY, OKLA., 1933-42 

Omaha Oklahoma City 
June July August June July August 

Days with 
.01 or more 96 71 93 83 44 71 

Days with 
thunderstorms 85 83 82 84 47 78 

Days with both 71 63 63 65 31 56 

At these two stations also, during the months 1men rain-day and thunder-

storm-day frequencies approach equality, the occurrences actually coin-

cide only about 75% of the time. While in the Gulf region the ratio of 

thunderstorm days to rain days during this period seldom exceeds 120%. 

at stations in the mountain ·regions of the West it often goes to 150 
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and 200% and even higher. This explains the ill-defined relationship 

between increased thunderstorm activity and increased average rainfall 

in the latter region. As the frequency of thunderstorms increases 

during the summer, more of the thunderstorms occur without rain at the 

reporting stations. It is not so well kno-wn that there is a similar 

effect, though less pronounced, in Gulf States. 

193. It does not follow from the above that there are necessarily 

a considerable number of thunderstorm situations in which there is no 

rain at all. Even when every thunderstorm event is accompanied by rain 

that does not evaporate before it reaches the rain gage, there are two 

important possibilities which would influence the comparative frequencies 

of thunder and of measurable precipitation as observed by ~ndividual 

stations. The first and more obvious possibility is that the area 

experiencing rainfall during the thunderstorm event may be smaller 

than the area in which thunder can be heard. This seems to characterize 

local or scattered thunderstorm occurrences. The result is that the 

station reports a number of thunderstorm days without measurable rain. 

However, there is the alternate possibility that the area experiencing 

rainfall during the thunderstorm even may be larger than the area in 

which thunder can be heard. This does not seem so likely, but examina­

tion of synoptic charts indicates thatsuch circumstances are especially 

characteristic of the widespread or general thunderstorm situation. If 

the area of thunderstorm occurrence is defined solely on the basis of 

stations reporting thunder, the events often seem sporadic. But if the 

stations reporting only showers (or even only cumulonimbus clouds vd thout 

showers) are also included, a continuous area of occurrence can be outlined, 
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an area which is homogeneously related to the frontal or dynamic flow 

pattern vmich appears· to be the causal factor. An extreme case is the 

winter thunderstorm situation in which there is 1ridespread rain but few 

and scattered reports of thunder; this type of situation may also occur 

in the summer. The result is that many stations will report measurable 

precipitation without thunder although the two phenomena are actually 

associated. 

The data tabulated by Hamrick and Martin for Kansas City (4) 

make possible a comparison of the frequencies of days with .01 inch 

or more of precipitation vnth the frequencies of days of precipitation 

above a higher limiting magnitude. Figure 50 graphs the frequencies 

of several classes of such days. The monthly variations of the fre-

quencies are similar and resemble the thunderstorm-day variation, also 

plotted in the figure. The principle cannot, however, be extended to 

other regions without a like analysis. A similar graph of frequencies 

by hours rather than by days is shown for Peoria, Illinois, in figure 5~ 

based on data by Fuller (l7). Here, the precipitation curves are com­

pletely out of phase with the thunderstorm curve, except in the higher 

intensities. 

Comparison with daily-intensity distribution 

1950 The variable effectiveness of a thunderstorm regime as a 

rainfall-producer can be further analyzed by a comp. rison of the dis­

tribution of thunderstorm days (figures 28 to 31) with the distribution 

of the 24-hour rate of rainfall on calendar days having measurable rain. 

For convenience the latter value will be called the daily intensity. 
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These intensity values were obtained by dividing average annual or 

monthly rainfall s 38 to 41) by the average number of days with 

measurable rain for the 

average daily 

in figures through 55. 

literature until 

(figures 42 to 45). The isohyets of 

for the year and for each month, are 

Not available in any form in the published 

(21), the charts are of interest in them-

selves as well as for comparison with the thunderstorm distribution 

sho'II'Jll as a red Although the usual reservations conce 

the accuracy of the is deta.ils should be made, the values can 

serve as a guide in the forecasting of rainfall. However, 

the values are neces ly compounded of a wide range of intensities 

of unequal frequencies. For the purposes of the curren.t report it 

must be remembered that the daily intensity corresponds to the average 

thunderstorm-day intens when thunderstorm days and measurable-

rainfall days are the same. there are periods and places when 

this coincidence is ; and at other times and places the 

direction, if not the , of the effect of increased thunder-

storm activity on the daily may be seen. The effect is not 

196a The annual map (figure 52) is representative of the charts 

which follow. East of the lOOth meridian its resemblance in pattern 

to the thunderstorm-day is striking. On both charts the value 

at New Orleans is about three times the value at Houghton, Michigan, 

and the relationship is the same elsewhere in the vicinity of 

these stations. The Florida peninsula, particularly Tampa, has 

anomalously low intensities. The highest intensity values are in 
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northwestern Florida. Neglecting the Tampa thunderstorm maximum, this 

means that intensity and thunderstorm maxima are coincident in this 

re The thunderstorm maximum over the eastern slopes of the 

Rockies, however, shows no apparent effect upon the intensity. On 

the West Coast, as the intensities are in a class by themselves: 

hi despite meagerness of thunderstorm act 

number of rainfall days. 

and high despite the 

197. Compared vdth the annual map, the January chart (figure ) 

values almost except on the West displays lower intens 

Coast and on the Gulf from New Orleans to Apalachicola. 0.1-

inch ohyet dipping southward over the Plains and Rocky Mountain 

States coincides ly with the area of absolutely no thunder-

orms. Most of the area within the 0.3-inch isohyet corresponds to 

the area within the 1-day isoceraunic. In (figure 53) the 

intensity pattern is practically unchanged. A slight northward dis-

of the 0.2-inch isohyet reflects the 

isoceraunic and an eastward extension of the 0. 

on of the 1-day 

and 0.5-inch i s 

corresponds to the of the 2-day isoceraunic. Except on the West 

Coast, intensities have increased. The same trend is continued in 

~arch end April (figure ) but the percentage increase in daily inten-

o. 

is only a small fraction of the increase in thunderstorm 

The greatest increases are in the Gulf States, where 0.6- and 

isohyets appear in April on the immediate coast, somewhat dis-

sociated from the maximum thunderstorm center which persists northwest 

of the maxilllJJ.m isohyets. The April daily of 0.77 inch at l\Tew 

Orleans, incidentally, is never exceeded in the months following, 
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despite the continuous thunderstorm increase through July. This is 

also true of many other stations in the same region. 

198. In May (figure 54) there are definite breaks in the con­

tinuity of the intensity pattern. The high intensities of the V\'"est 

Coast are disappearing. The region of maximurn intensity has been dis-

placed to East Texas, the ~egion where is the month maximum 

thunderstorm activity. There is also a notable isohyetal extension 

northward from this region, its axis corresponding approximately to 

the axis of the maximum thunderstorm center for the month. A new in-

tens maximum appears in southeastern Florida, lagging behind the 

appearance of the isoceraunic maximum in the same region the previous 

month. More or less symm\3trica1 with the Appalachian Ridges, a sharpened 

isohyetal trough becomes evident, made more definite ar~ e d (as 

compared to the previous month) by an actual decrease of intensities in 

its southern portion, although throughout this area a seasonal increase 

in thunderstorm activity has occurred. 

199. There is in June (figure 54), as there was in 11ay, an over­

decrease in intensities except in the general. region from 

Texas northward, in the states border Canada, and in Florida. Even 

on eastern slopes of the Rockies, where a secondary rstorm 

maximum emerges in Jurie, there is a slight decreas.e in intensity~ 

One of 'the effects of this is to reduce' south-north.gradient 

of intensity in the eastern half the country. 'Whereas the decrease 

from Gulf to Canadian border was as high as 0.5 inch in .April it is now 

about 0.1-0.2 inch. The ratio between Gulf ar:rl Canadian-border 

intensity, which was about 3: l on the. annual map and 4: l in .April, is 
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now reduced to about 3:2. This is the beginning of the season when 

thunderstorm days and rain days approach numerical equality over much 

of the country; thus the intensity pattern over the eastern half of 

the country may be .. taken as evidence that in midsummer there is no 

important variation in the intensity of thunderstorm rainfall through­

out this region$ Furthermore, even by strict interpretation, most of 

the summer rainfall is thunderstorm rainfallo The significant varia~ 

tion begins west of the lOOth meridian. 

200. The only important changes by July (figure 54) are a 

sharp decrease in intensity over the Florida peninsula (although 

thunderstorm days are still on the incr~ase) and a substantial inten­

sity increase along the Middle Atlantic Coast. The latter, an effect 

of the hurricane season, is continued in August (figure 54) and by 

September (figure 55) has also reached the Florida east coast. During 

these three months the isohyeta} ridge from East Texas to Minnesota 

and Wisconsin is maintained and, by September, even strengthened. Only 

in the last month does it coincide with an isoceraunic ridge, and then 

only partially. Along the eastern slopes of the Rockies1 during these 

months, neither the growth nor the decay of the thunderstorm maximum 

in the region shows any appreciable effect on the daily intensity. 

201. During the last three months of the year (figure 55) there 

is the usual recession Gulfward characteristic of the winter pattern, 

while on the West Coast intensities increase. An appreciable area of 

intensity under 0.1 inch appears again in November and it is approxi­

mately the same as the area of zero occurrence of thunderstorms. 
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202. One of the wealrnesses of·the comparison between thunder-

storm-day frequency and average daily intensity is that the latter is an 

average for both the days with and the days without thunderstorms. It 

seemed probable that the effect of thunderstorm frequency on daily in-

tensity would be made more obvious if the two types of data could be 

separated. A pilot study was therefore made of the record at Mobile, 

Alabama, ·for the years 1914;..36. Even 1'1ith simplifying assumptions such 

as the association with the thunderstorm day of all the rainfall within 

the same· calendar day, time did not permit the extension of the study 

to other representative stations in order to determine regional differ-

ences, if any. The results for ]!Iobile, given in table 10, are suffi-

cient interesting to make such an extension worth while. 

Table 10 

TBDNDERSTORM .Al\i'D KON'"'TBDNDERSTORM DAILY INTENSITIES 
P.:.r MOBILE • .AL.llt. , 1914-36 



203. A comparison of the first two columns yields a somewhat 

unexpected result. While the daily intensities are about doubled on 

thunderstorm days during the winter months, the difference between 

the two classes of intensity is decreased toward the summer months and 

finally reversed from June to September, inclusive. .At first glance, 

this seems to say that more rain falls on individual thunderstorm days 

in winter than in summer and that, furthermore, while thunderstorm 

days have more intense rainfall than non-thunderstorm days in winter, 

they actually have less intense rainfall in summer. The latter state­

ment, in particular, is contrary to popular experience and belief and 

is in fact not the truth, as further analysis wi indicate. 

204. In the first place, the actual duration or hourly frequency 

of the rainfall is not considered in this tabulation. Some material on 

that subject is presented in a later section on the diurnal variation 

of rainfall; this time it is sufficient to recall the well-known 

fact that winter rainfall is usually 'Of longer duration than summer 

rainfall. .All-day rain is not unlikely in winter, whereas the summer 

type is more like to have a duration of about one hour. The use of 

24-hour intensities probably obliterates the important differences in. 

actual or hourly intensities. ·It 'still remains true, however, that 

the winter thunderstorm day is by far a heavier rain-producer than 

the winter non-thunderstorm day, 

205. The other fact to be recalled is that thunderatorm days 

are not necessarily days with appreciable rain or even days with ~ny 

rain at all at the same station (paragraphs 190-93). While this is 'popu­

larly known to be true of thttnderstorms in the western part of the United 
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States, it is significantly true even .in the Gulf States, as has been 

shown (table 8). At MObile the monthly variation in the occurrence of 

thunderstorm days with less than .01 inch of rain (ioeo, with trace or 

zero) is given in the following table: 

Table 11 

TOTAL THUNDERSTORM DAYS WITHOUT MEASURABLE RAIN 

Days 

Jan Feb 

1 2 

. . AT MOBILE, ALA., 1914-36 

Mar Apr 

3 7 

May · June July Aug 

29 69 100 89 

Sept Oct Nov 

10 0 

Dec 

0 

These occurrences are included in the thunderstorm-day inte~sities of 

column 2 of table 10 and their chief effect is to reduce the daily 

intensities for the summer months. The intensities of column 3 of 

table 10 are derived after eliminating the occurrences of table 11. 

The result is an increase over the values of column 2 in summer but 

no change, or practically none~ in winter. For all months, now, the 

intensities on days with thunderstonas exceed the intensities on days 

with ,.01 inch or more of precipitation (with or without thunder). 

206. A more appropriate comparison would be with the intensities 

of column 4, which are daily intensities on days ~th .01 inch or more 

but with no thunderstorms. The intensities of column 3 are all greater 

and by a greater margin than previously, but the difference is still 

greatest in winter months. 

207. Another comparison can be made between the intensities of 

column 2 and those of column 5, the latter containing the values· on 

days with a trace or more but wi·th no thunderstorms. Between these 
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two, the differences are the greatest and are all in favor of the 

thunderstorm day. 

208.. From the data basic to the material in table 10, it is 

also possible to derive approximate values for the percentage of total 

rainfall associated with thunderstorm activity if the assumption is 

made that all the rain on a thunderstorm day is thunderstorm rain. 

Table 12 lists the percentages: 

Table 12 

PERCENTAGE OF RAINFALL ASSOCIATED WITH THUNDERSTORMB 
AT MOBilE, ALA.~ 1914-36 

Jan Feb Mar Apr May June July Aug Sept Oct Nov Dec 

Percent 29 46 75 86 76 91 85 84 51 47 39 37 

The summertime maximum and the wintertime minimum are well defined. 

Comparison with distribution of selected intensities 

209. A recent study by Dyck and Mattice (22 ) contains tabulations 

of two classes of excessive rain occurrences: (1) rains with at least 

one hourly amount greater than 0.99 inch9 and (2) rains with at least 

one 24~hour amount greater than 2.49 incheso Thirty years of record, 

1908-37, were studied at 155 first-order stations, only two of which' 

(Northfield, Vermont, and Lynchburg~ Virginia) had lass than the 30-

year recorde In this discussion, the occurrences will be referred to 

as l.o"/hour and 2 .. 5n/day occurrences, respectivelyo Their annual and 

monthly distributions are shown in figures 56-59 and 60-63, respectively, 

with the usual red overprint of corresponding thunderstorrr. distribu-

tion. The charted values are all totals for the entire period of record. 
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The 1ines of equal frequency. have not been excessively smoothedi they 

indicate the comparative non-uniformity of the data as we 11 as the·· 

scattering of stations. The occurrence. of such high intensities at 

a particular station (over a particular rain gage, to be exact) is · 

relatively so infrequent that even 30 years of record doesnot give 

a uniform distribution in what is, as far as knmm, a meteorologically 

homogeneous region. 

210~ Nevertheless, the annual cha·rts (figures 56 and 60) for 

both intensities show clearly enough the relation hitherto seen be­

tween distribution of intensities and distribution of thunderstorm 

days. East of the lOOth meridian_there is the usual similarity of 

pattern, with maximum values on the Gulf Coast.. The Florida isocerau­

nic maximum is not reflected in due proportion but it is reflected 

more definitely on the 1. on/hour chart than on the 2. 5 11
/ day chart. 

The Rocky Mountain thunderstorm maximum finds no c()rresponding feature 

on either of the charts. On the West Coast, the scarcity of loOn/hour 

rains corresponds to the thunderstorm scarcity, but the 2.5n/day rains 

have a comparatively high frequency~ The highest frequency of l.O"/ 

hour rains is about 10% of the thunderstorm-day frequency, such a 

frequency occurring on the Gulf Coast. Elsewhere the ratio is between 

5 and 10%~ in general diminishing with increasing distance from the 

Gulf. Apart from the West Coast, the 2. 5"/day frequency is, on the 

average, about one half of the I. on/hour frequency .. 

211~ Along the Appalachia~ Ridge both annual intensity charts 

indicate an apparent inhibiting effect with greater emphasis than 

the thunderstorm charto They indicate a similar effect in the region 

,, 
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of the Ozarks although there it is completely absent "on the thunder-

storm chart. The latter phenomenon is probably an example of the 

lesser frequency of rains of high intensity at higher elevations, a 

phenomenon noted elsewhere, specifically in the Hydrometeorological 

Section 1 s report on the Sevier Basin (23) Although that report 

covers a region which shows scarcely any significant activity of the 

l.On/hour or 2.5u/day categories, the pertinent figure from the 

report is reproduced here as figure 64, .to indicate the nature of the 

elevation effect. The obvious explanation is that at higher eleva-

tions the precipitable-water content of the atmosphere is generally 

less, just as the mass of air is always less. While this serves to 

decrease the frequencies of high intensities, it must be remembered 

that the number of occurrences of lower intensities is usually in-

creased by the windward orographic effect. 

212. A detailed discussion of the monthly charts would be 

largely a repetition of previous discussions of the rainfall-

thunderstorm relationships. The charts are reproduced to complete 

the available record. They exhibit no radical changes in the basic 

annual pattern nor in the general resemblance between isoceraunic 

and fl"'equency patterns. They show, of course, the West Coast 2.5'lf 

day maximum to be entirely a winter phenomenon. In other regions 

also, it is noticeable that in January, February, and March, the 

area covered by 2.511/day occurrences includes the area of 1.011/hour 

occurrences and that even within the area of coincidence the 2.5n/day 

occurrences either equal or exceed the l.o!'/hour occurrences. By 

April the areal difference is diminished though still of the same 
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sign, but the 1.,0"/hour occurrences are beginning to exceed the 2.5"/day 

occurrences, especially in the Gulf and Florida sections. In the 

following months this trend is continued, so that by mids~er occur­

.rences of loO"/hour intensities exceed, by an average ratio of three 

to one, the 2.511/day occurrences.. The latter actually decrease in 

number except along the Atlantic Coast in the hurricane season, July 

to September, and from East Texas to Iowa in September. By November 

the return to the winter-type relationship again becomes visible. 

213. It seemed probable that a more useful comparison could be 

made between thunderstorm-day frequency and the frequency of excessive 

rainfall for short periods since thunderstorm rainfall is better 

defined by such a class of intensities than by a class of specific 

intensities of rather low frequency such as discussed above.. The 

Weather Bureau makes an annual tabulation of the occurrences of ex-

cessive rainfall* in the Meteorological Yearbook, formerly the Report 

of the Chief of the Weather Bureau. Using these tabulations, Yarnell 

has published monthly charts of the frequency distribution on pages 

62-67 of his pamphlet (24). A comparison between thunderstorm~ 

distribution charts and Yarnellts charts of "excessive rainstorms", 

however, is misleading. Although the latter frequencies show the 

usual Gulf maximum, it is occasionally exceeded by maxima much 

* Defined by the formula: D = t + 20, where D is accumulated depth 
in hundredths of inches and t is time in minutes, except in the 
Southern States, including North Carolina, South Carolina, Georgia, 
Florida, Alabama, Mississippi, Tennessee, Arkansas, Louisiana, 
Texas, and Oklahomao In these the for.mula is: D = 2t + 30. 



farther north~. This would .be extrem~1y interesting, if real~ but the 

fact is. that the tabulations in the .. Meteorological Yearbook (or Report 

of the Chief) do not list all excessive-rain occurrences in. the 

Southern States, as defined in the footnote. In these regions, 

generally, only those storms are listed in which one inch or :inore 

fell in one hour.· The effect of this geographical discontinuity in 

criteria is not only to reduce the frequency gradient from the Gulf 

northward but also, apparently, to change the gradient occasionally 

in the vicinity of the discontinuity. 

Comparison with areal-rainfall frequency 

214o A compilation of the average depth of weekly precipitation 

over each climatic section of the United States made it possible to 

depart from the usual point-rainfall investigation. The compilation 

was made by a joint WPA-Weather Bureau project in 1937-38 and covered 

30 years of record, 1906-35. The weeks were numbered consecutively 

beginning with January 1 and the depths for each climatic section were 

obtained from an arithmetical average of the point rainfall from a 

station network of one station for approximately 700 square miles. 

215. For the present purpose the study was confined to the 

area of the United States east of the Rockies. This was necessary 

because of the variability of rainfall with topography in the western 

mountainous portion of the country. An arithmetical average computed 

from stations having radically different exposures and elevations 

would be of doubtful accuracy as an average depth over a climatic 

section. Further study is necessary before the western records can 
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be used for thE.'l determination of areal frequencies. · Also, since the 

interest of a report on thunderstorm~ is primarily in summer:. rainfall, 

this study was restricted tothe warin season, and.the weeks numbered 

14-39,. April 2 - September 30,. inclusive,· were selected for an,alysis. 

216. For each section a frequency tally was lriade for the se:.:. 

lee ted weeks, using cla.ss intervals of 0;,10 inch for the lower .. values 

of rainfall. In order to obtain suffiCient p0ints in the upper 

portion of the frequency curve, the extreme rainfall values were 

grouped in descending order of magnitude with. a separate rank number 

assigned to each valueo The second step was to ~ompile a cumulative 

frequency array from the maximum.weekly rainfall for·the section down. 

to a lower limit of one inch. Sinc.e the total number of years was 30, 

the return or recurrence interval was equal to 30/N wher~ N is the rank 

number in weeks. The recurrence interval was plotted against rainfall· 

depth on a 3-cycle semilogarith:mic chart on which, it was found, the 

frequency curves were fairly straight. A smoothed curve was finally 

dra·wn through the plotted points, with greater weight being given to 

the lower rainfall values because of their greater reliability. 

Figure 65 shows such a curve for southern Wisconsin. 

217. Values of rainfall depth for selected recurrence intervals 

were taken from these curves and plotted at the center of the correfi 

spending climatic sectiono Maps drawn for recurrence intervals of 1, 

/ 
2, 3s 5, 10 9 15, 20, 25, and 30 years or .seasons are reproduced in 

figures 66 and 67, figure 66 including a map which gives the area in 

square miles for each of the sections in the compilation. The 

isohyets were drawn on the assQmption that the value for each section 
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was representative of' the center of the area. Some inaccuracy was 

probably introduced where the sections are long and narrow~ The 

southern Alabama section, for example,. is elongated in an east-west 

direction. Because its major axis thus tends to parallel the isohyets 

of' greatest mean 'monthly rainfall along the Gulf' Coast (see figure 40), 

it experiences greater raillfal~. For the longer recurrence intervals, 

this produces a distortion of pattern in the isohyets that is probably 

not natural. It must also be remembered thai the basic data for the 

analysis consist of' depthS£:or standard or calendar weeks;' nonstandard 

7-day periods would yield greater depths. However, the general isohyetal 

patterns of these charts furnish a useful guide to the probabilities of 

specific magnitudes of' weekly areal precipitation for any locality in 

the eastern United States in the summer season. 

218. The patterns show a consistent decrease in depth northward 

and westward from the Gulf source of moisture with.some reversal of the 

gradient in mountainous areas such as western North Carolina. The 

greatest depth to be equaled or excee~ed in any of' the given intervals 

occurs along the Gulf Coast and varies from 3.8 inches in l year to 

l4.7 inch8s in 30 years. The patterns agree, in general, with the 

summer isoceraunic patterns and with the isohyetal pattern of warm-

season precipitation on page 712of !!Climate and Man.'1 Two differences, 

however, can be noted. As the recurrence interval increases above 10 

years, the depths to be equaled or exceeded become anomalously low over 

Florida and Mississippi. These differences may be due in part to the 

distortion in the southern Alabama region discussed in the last paragraph. 



However; there are also fewer points d~fining the curve for greater 

recurrencE; intervalso 

219. The maps may be compared .with the p-oint-rainfall iso--: 
i - . • 

(25) pluvial charts p:repared by the Miami Conservancy District . The 

general patterns are the same, except for the Mississippi and Florida 

minima, which are missing in the Miami charts~ It is also nOt sur-
. ,• ' 

prising that the 6-day isopiuvial values of point rainfall for the 

same frequency are much higher than the weekly areal values o However, 

the areal values are also exceeded by the j .... day» and in some sections 

even by the 2- and l ... day, isopluvial values. In order to show a 

generalized version of the relation between rainfall frequency and 

area, three different frequency curves were developed for the South-

west Missouri section: (1) for the entire section of about 26,000 

square miles, (2) for a 5,000-square-mile area centrally located 

within the section, and (3) for a point (Warsaw, Missouri) within 

the 5,000-square-mile area. Figure 68 shows the three curves. 

Comparison vd th hail distribution 

220. Although the occurrence of hail is generally associated 

with the occurrence of thunderstorms, it has long been kno\.'ln that the 

geographic distribution is not the same"'. The world-wide pattern of 

hail occurrence seems to be characterized by greater frequencies 

in the ucontinental interiors of middle latitudes,. diminishing sea-

(26) 
ward, equatorward and poleward" ~ Locally and seasonally, as 

for instance in the United States in May (figure 30), a similar 

thunderstorm distribution is observed .. but in the over-all pattern 



only the poleward decrease of activity is also characteristic of the 

thunder.storm distribution. 

221. To provide material for a detailed comparison ofthe 

two distribution patterns in the United States~ the hail-day data 

were collected the same way as the thunderstorm-day data, that is, 

from the 40 years of record, 1904-43, published in the ann:ual volumes 

of the Meteorological Yearbook (formerly Reports of the Chief of the 

Weather Bureau). The total number of days with hail at each of the 

stations and the length of station record within the period are given 

in table 13, which is thus comparable, station by station and month by 

month, with table lo The lines of equal frequency based on the average 

annual and monthly values are reproduced in figures 69-72, with red 

overprints for the corresponding thunderstorm distributions. 

222. For the same stations the maximum numbers of occurrences 

for each calendar month and for any year during the period o:f record 

are listed in table 14. The minimum numbers of occurrences have not 

been tabulated; they are all zero except the minimum annual numbers of 

occurrences at the following 23 stations: 

Albuquerque, N. M:ex. 
Cheyenne, Wyo.* 
Dallas, Tex., 
Dodge City, Kans. 
Drexel, Nebr. 
Dubuque, Iowa 
Ellendale, N. Dak. 
Eureka, Calif. 
Flagstaf:f, Ariz.* 
Groesbeck, Tex. 
Hannibal, Mo~ 
Helena, Mont. 

Huron, S. Dak. 
Kansas City, Mo. 
Lincoln, Nebr. 
Missoula, Mont.* 
Mt. Tamalpais, Calif. 
Mt. Weather, Va. 
Red Blu:ff, Calif.* 
Sa..11ta Fe, N. Mex. 
Wagon Wheel Gap, Colo.* 
Wichita, Kans. 
Yellowstone Park, Wyo .. 
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Tlilblc l~ 

TOTAL DAYS 'IIInt lUlL, 1904>-43 

St<ation Yro. J F M A I! J J A s 0 II D Ann. 

Abilene• Tex. · 40 2 4 16 :;a .6o 11 6 l 4 6 6 2 156 
Alba.ny, 1!, Y. 40 1 0 :; 4 l4 9 11 5 } 1 1 0 52 
Albuqu~rque, N. !.lex. 12 l l 7 8 8 2 :; 4 3 4 1 3 4} 
Alpena, Mich. 40 0 0 5 4 1,3 8 8 6 B 4 4 l .61 
Amarillo, Tex .. 40 l 3 9 l6 28 22 6 6 2 7 5 0 105 
Allnioton, Alo.. 25 1 ; 3 7 5 5 6 1 3 1 1 0 38 
Apalachicola, Fla. 18 0 1 0 1 0 2 l 0 l 0 0 o. 6 
A>lheville, 11. c. 40 0 2 3 7 ll ll 10 5 0 0 0 0 49 
Atlanta, Ga. 40 l 4 9 6 9 7 lO 5 0 3 1 5 60 
Atlantic City, 1!, J. 40 0 2 4 1 4 4 1 2 1 l 2 l 23 
Aur;ua~a. Ga. 40 0 3 4 7 2 1 l 1 1 0 1 l 23 
Au3tin, Tox .. 17 0 4 6 8 4 0 0 0 0 2 3 0 27 
Baker; Oreg. 38 0 5 3 12 20 27 l4 9 7 7 1 0 105 
Baltimore, i.Xi. 40 ;; 1 5 12 17 13 4 6 0 2 0 0 63 
Bentonville, Ark. l4 3 10 5 5 8 4 1 l 0 3 3 5 4B 
Binghamton, 1!, Y, 40 2 0 3 4 9 15 17 11 5 5 3 0 74 
Birmingham, Ala. 40 2 6 12_ 15 14 7 9 2 3 2 2 1 75 
Bisrnark, N. Dak. 40 0 0 l 8 18 29 19 18 7 0 0 0 100 
Block bland, R. I. 40 0 l 5 5 2 2 1 3 2 1 4 1 27 
Boiae, Idaho 40 2 10 29 26 27 15 2 .2 4 7 l2 7 143 
Boston, Yaas. 40 0 0 1 ; 5 5 8 ; l 0 2 0 28 
Broken" Arrow, . Okla .. l2 1 3 8 16 l2 9 l 1 l 2 0 0 54 
Brolmt;ville~ Tex. 21 0 l 1 1 2 1 0 0 0 0 0 1 7 
Bul'falo, N, Y, 40 1 0 7 7 9 7 7 5 ll ll 7 0 72 
Burlington, Vt. 37 0 0 1 l 5 4 7 3 4 l 0 0 26 
Cairo,. Ill. 40 3 4 17 14 16 7 5 3 4 2 l l 77 
Canton, N. Y. 37 0 0 2 8 7 10 7 6 5 9 1 0 55 
Co.pe Henry, Va. 35 0 0 5 7 6 5 1 3 0 4 1 0 32 
Cape lfll.y, !!, J. 16 6 1 5 1 0 1 1 1 0 0 2 ; 21 
Charl .. City, lo1m 39 0 0 5 16 24 21 10 7 9 5 1 0 96 
Charleaton_ S. c. 40 0 :; 4 3 :; 2 :; 2 1 0 1 0 22 
Charlotte, N. c. 40 ' 5 10 4 l2 2 4 6 0 2 2 2 52 
Chattanooga, Tcmn., 40 3 4 9 13 17 10 5 4 1 0 2 1 tf:) 
Cheyenne~ Wyo~ 40 0 0 1 23 82 117 62 51 31 13 0 0 360 
Chieo.go, Ill. 40 0 2 5 13 l2 15 9 . 8 1 1 4 1 71 
Cincinnati, Ohio 40 2 l l4 17 13 10 7 3 3 6 0 1 77 
Cleveland, Ohio 40 2 2 7 9 6 10 8 6 8 16 4 0 78 
Columbia, Mo. 40 7 2 12 29 18 l4 4 3 l4 5 6 3 ll7 
Columbia, s. c. 40 1 1 0 8 10 4 6 2 0 0 1 :; :;6 
Columbus, Ohio 40 1 4 18 ll 16 10 7 9 2 2 5 0 85 
Coneord, l!. ll. 35 1 0 2 3 9 3 4 2 l 2 1 l 29 
Concordia, Kane. 39 0 2 l2 14 41 32 7 l2 8 5 3 3 139 
Corpus Christi, Tex. 40 0 4 6 10 ll 0 0 0 1 1 2 2 37 
Dalla.&, Tex. ;15 6 ?0 'Z( 'Z( 31 7 2 3 5 2 3 ; 136 
Daver,tport, Iowa 40 l 1 l4 23 23 19 8 3 5 3 5 1 106 
Dayton, Ohio 29 4 :; e 12 10 ll 7 5 2 1 l 0 64 
Del Rio, Tex. 38 0 3 7 19 18 1 1 2 2 1 1 1 56 
Den\'"er, Colo~ 40 0 0 2 17 45 :;:; 11 13 9 6 1 0 137 
Dea :Uoine.s, Iol'nl 40 ' 2 17 24 26 22 8 8 16 8 1 1 136 
Detroit, Uich. 40 1 3 4 16 l2 15 11 6 5 3 1 1 78 
Devil• Lake, N. Dak. 39 0 0 0 13 15 l8 21 16 7 2 1 0 93 
Dodge City, Kans. 40 0 3 13 29 41 44 16 10 9 7 5 0 179 
Drexe:l_, Nebr .. 10 0 0 2 10 8 ll 1 0 5 2 2 0 41 
Dubuque, Ioli'B. 1.0 0 1 12 29 18 6 7 5 5 4 0 112 
Due Weot, s. c. 11 1 3 0 :; 0 3 1 1 1 0 1 17 
Duluth, Minn. 40 0 0 l 11 16 13 10 5 5 1 0 84 
Eastport, Maine 40 4 1 2 5 7 ; 1 1 2 2 l 33 
Elkins, w. Va. 40 2 6 8 l4 13 8 1 2 4 2 1 81 
Ellendale~ U. Da.k .. 15 0 0 0 6 9 9 8 6 2 0 0 0 40 
El Paso, Tex. 40 6 , 11 9 10 a 3 3 5 4 4 4 70 
Eric, Pa.. 40 2 5 9 8 5 l2 3 4 l2 20 4 l 85 
Eaoanaba_, llieh. 4D 0 2 6 9 14 l4 12 12 5 7 0 0 81 
Eureka, Calif. 40 57 49 61 17 9 l 0 0 1 4 15 32 246 
Ev!lllsville, Ind. 40 1 4 16 16 23 10 7 6 3 2. 2 2 92 
Flagstaff, Arit. 9 0 0 0 l 3 5 17 15 13 3 0 0 57 
Ft. Sm1 th, Ark. 40 4 6 15 22 17 ll 5 l 0 0 l 6 88 
Ft. Wayne, Ind. 32 0 ; 6 16 10 7 10 5 2 3 0 0 62 
Ft,. Worth, Tex .. 40 2 9 ~0 30 18 11 4 l 1 0 l 2 99 
Fre$no. Calif G 40 8 ll 16 9 4 0 0 0 l 1 2 4 56 
G-t.tl veston, Tex. 40 0 3 5 8 6 0 l 0 1 l 4 0 29 
Grand Ha.ven, Mich. 27 0 1 3 5 10 2 2 2 6 8 2 0 41 
Grand Junetion, Colo. 40 1 1 6 18 20 l1 4 3 7 3 1 0 75 
Grond Rapids, Mioh, 40 2 1 8 17 19 9 7 2 9 10 5 0 89 



147 

Table 1} (oontd) 

Station Yrs. J F ld A ll J J A s 0 ll D Ann. 

G"'"" Bay, Wis. 1!0 0 0 5 9 l2 l4 7 ~ 6 ~ 5 0 62 

'~ 
Greensboro, li. c. l4 2 0 l 2 3 2 1 1 1 0 0 1 l4 
Greenville, s. c. 21 1 2 1 5 5 4 4 1 l 0 1 1 26 
Grotutb~ck, Tex .. l2 1 2 5 5 6 2 2 0 0 0 3 1 27 
Hannibal, lfo. 29 2 4 l4 20 20 16 3 5 0 3 3 0 90 
l!arriabur,;, Pe.. 1!0 0 1 l 11 10 17 8 4 2 3 0 0 57 
ll'll.!'1>foro, Conn. 39 0 0 2 5 11 l2 15 7 l 1 2 1 il Hatteras, !if; Ce ~9 0 0 1 :; 7 0 1 0 0 0 0 2 
Ba:vre, Mant. 1!0 0 0 3 10 26 ,22 13 8 8 3 0 0 93 
l!:ol.,...., llont. 1!0 0 0 1 10 35 66 42 20 l2 4 3 4 197 
l!:our;hton, lliob. 29 0 0 2 4 7 6 8 5 8 2 0 0 42 
Boueton, Tex. 34 4 5 7 8 8 2 2 0 0 1 1 3 41 
Huron, Dak. 1!0 0 0 3 8 28 29 19 20 a 3 l 0 119 
Ind.,pendence, Ca1ti'. 18 0 0 0 1 0 2 0 0 0 1 0 0 4 
Indianapolis, Ind. 40 2 4 l2 18 21 ll l4 4 4 2 1 1 94 
lola, Kana. 26 0 4 15 18 18 l2 2 0 2 :; 3 2 79 
Ithe.o.a, N. Y, 15 0 0 l 0 3 5 6 4 l 0 0 0 20 
Jao!ctlonvillo, Fla. 40 0 1 2 5 7 13 2 2 1 1 0 l 35 
Jupiter, Fla. 7 0 0 0 2 1 0 0 0 0 0 0 0 :; 
Kalbpell, llont. 40 0 0 3 4 19 25 19 ll 8 3 0 0 92 
Kanou City, Jlo. 40 :; 5 28 35 42 24 7 8 7 lO 5 l 175 
Keokuk, Iowe. :;a 0 4 15 l8 26 10 7 8 8 6 7 2 lll 
Key Weot, Fla. 40 0 0 0 0 0 1 1 0 0 0 0 0 2 
Knoxville, Tenn. 40 2 4 6 19 12 16 7 8 3 3 1 1 82 
La Crosse. Wia. 40 l 0 6 23 19 15 9 10 4 7 4 0 98 
La:ttder, Wyo. 40 0 0 1 ll 21 17 7 6 1 0 2 0 66 
La:ttsing, ll1oh. :;:; 0 5 11 18 13 6 :; 6 2 6 l 1 72 
La s .. u... Ill. 8 0 1 1 4 4 l l 0 3 1 1 0 17 
Lowiston, Idaho 29 0 2 9 7 ll 7 4 2 4 4 0 :; 53 
Lexington, Ky. 29 :; 4 5 15 10 9 6 :; 2 2 0 3 62 
Linooln, llebr. 40 0 1 15 29 28 :;o 13 8 10 4 3 1 142 
Litt1 .. Reek, Ark. 1!0 2 13 16 24 17 11 5 2 .? l 2 2 98 
Loo A.ng<tlu, Calif. 40 6 10 17 3 2 0 0 0 1 0 0 2 ~ 
Louisville, lry. 40 ; :; 16 16 l8 9 7 5 2 0 4 4 87 
Ludington, l!ioh. 20 1 l 6 2 2 ;I 4 1 7 10 2 l 40 
Lynchburg, Vo.. ;;6 1 l 1 6 5 10 4 1 1 0 'l 0 31 
Macon,. Ga .. 40 2 3 5 8 7 4 7 4 2 0 0 2 44 
l!adison, Wis. 39 0 1 7 17 23 10 16 11 4 4 5 0 98 
t~a.rquette .. Uich. 40 0 0 1 3 11 l4 13 7 15 5 0 0 69 
Medford, Oreg. 16 0 4 4 17 ll 13 1 1 2 1 1 0 45 
Momphio, Tenn. 40 3 10 11 23 10 10 1 0 3 ~ :; 4 81 
Maridim, Misa. 40 2 6 7 16 5 :; ; 2 0 1 0 0 45 
111...,1, Fla. 32 0 2 0 4 4 l l 0 l 0 0 1 l4 
llil~o City, ll<mt. ;;6 0 0 3 8 20 18 1.? 12 2 1 0 0 TT 
lli 1""u!ctle, lfia. 40 0 3 7 l4 22 l4 6 9 7 5 4 0 93 
lfl.nnaapolis, mnn. 40 0 0 7 9 23 17 10 12 10 4 0 0 92 
lti.aaoula,. llont. 8 0 0 :; 5 2 9 5 0 1 1 1 1 26 
Mobile, Ala. 40 3 2 6 l4 9 6 l 1 0 0 :; 3 48 
llodena, Utah 40 1 9 25 41 39 15 25 29 16 16 5 2 22; 
Hontgomery, Ala.. 40 3 6 12 12 5 6 :; 0 1 0 1 0 51 
Moornead, Uinn. 39 0 0 5 5 16 l~ 6 10 6 1 0 0 64 
Mt. T,.. .. 1paio, Calif'. 17 15 6 17 2 2 0 0 0 0 1 6 8 57 
Mt. ~ather,. Va. 9 1 1 l 2 2 7 5 2 1 3 0 0 25 
Waotucket, J.&.as. 40 0 0 4 5 3 1 0 0 1 1 4 2 21 
llarro.g~~noett Pi<>r, R, I. l4 5 6 6 7 0 l 1 0 1 0 1 6 34 
lluhville, Tenn. 40 1 7 19 19 16 8 7 2 1 3 3 4 90. 
New Ha.nn, Conn. Lo l 1 3 4 10 4 5 3 1 2 l 0 35 
ll...., Orleans, IA. 40 2 5 7 l4 7 l 5 l 1 1 1 2 47 
New York, ll. Y. 40 1 1 3 4 17 ll ll 7 2 '4 2 1 64 
Nor.folk, Va. 40 0 2 5 10 l2 6 7 2 1 l 0 0 46 
l!orthfie ld, Vt. 35 l 0 1 1 6 ll 6 5 2 3 0 0 ;;6 
North Head, ll'allh. 40 ¥! 50 65 32 l8 2 0 0 4 19 40 40 3l2 
llorth Platte, llebr. 40 0 2 4 22 32 28 22 15 6 3 0 0 134 
Oklahoma. City, Okla. 40 2 7 27 32 34 16 2 3 4 4 4 3 138 
OmahA, ll&br. 40 l 2 13 ;o 30 34 13 9 l2 9 4 :; 16o 
CS'l'f'ego~~ N. Y. 39 1 0 2 3 :; 5 6 5 11 25 18 Q 79 
Po.l.,stine, Tex. 40 ; :; 10 19 13 3 0 2 2 1 1 2 59 
Parkersburg, va.. 40 2 5 10 10 21 17 8 0 0 4 2 :; 82 
Penaaoola. Fla. 40 1 6 1 10 5 2 3 0 0 0 1 ; 38 
Peoria, Ill. ;a 0 2 13 15 21 9 7 4 4 3 3 0 81 
Philadelphia, Pa. 40 0 2 3 2 7 3 3 6 0 0 1 0 27 
Phoenix, Ariz. 40 ; l2 7 7 4 0 2 3 1 3 1 4 47 
Pi6r,..., S. Dak. 26 0 0 1 5 13 l?l 9 6 l 1 0 0 49 
Pittsburgh, P&. 40 2 ; 9 l4 l2 12 9 6 1 l 1 2 72 
Pocatello, Idaho 40 0 6 20 :;6 42 25 25 18 15 7 2 4 200 
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Table 13 (cantd) 

Station Yrs. J F M A M J J A s 0 N D Ann. 

,Point Reyes Light, Calif. 23 18 13 12 2 0 0 0 0 1 0 0 8 54 
Port Angeles, Wash, l4 1 0 8 5 l 0 0 1 0 0 0 l 17 

""· Port Arthur, Tex. 26 1 3 3 9 5 1 0 0 0 0 0 1 23 
Port Creeeent, Wash. 12 0 l 1 1 1 0 0 0 0 1 2 1 8 
Port Huron, Mich. 29 1 :; 4 7 6 5 4 5 3 4 0 0 4l2 
Pol"t land, ll&ine 40 0 0 2 4 4 3 6 6 2 6 0 0 33 
Portland, ONg, 40 7 15 40 32 23 7 0 0 3 12 10 4 153 
Providence, R~ I. 39 0 0 2 3 6 5 9 3 3 0 0 0 31 
Pueblo, Colo. 39 0 0 1 16 23 37 l4 9 4 2 0 0 107 
Raleigh, N, C. 40 0 4 3 7 13 1 6 4 0 0 2 3 43 
Rapid City, S, Dak, 39 0 0 0 9 33 41 37 16 6 3 0 0 145 
Reading, Pe.. 31 0 2 1 1 13 '5 l4 10 1 3 0 1 '57 
Red Sluff, Calif, 32 6 7 19 7 10 4 0 0 l l 0 5 bO 
Redding, Calif. 8 2 6 9 '5 3 0 0 0 0 1 1 0 27 
Reno, Nev. ;a 1 0 2 5 l4 9 6 8 4 2 l 0 52 
Riehmond, Va. 1.;0 2 l 7 11 8 7 4 1 0 2 0 l 44 
Roohester, N. Y, 40 0 0 2 3 9 7 4 5 9 4 0 l 44 
Roseburg, Oreg. 1.;0 6 4 15 32 20 6 0 0 2 2 6 4 'J1 
Roswell, N. Hex. 39 1 2 6 21 24 16 5 3 6 9 3 l 'J1 
Royal Center, Ind. 13 1 1 7 11 7 1 9 0 0 1 0 0 38 
Sacramento, Calif. 1.;0 7 9 19 10 2 0 0 0 0 1 1 3 52 
Saginaw, Mich. 12 0 2 1 1 9 3 2 3 3 3 0 l 28 
St. Joseph, Mo. 34 1 2 17 21 26 26 5 5 ll 5 l 1 121 
St, Louis, Mo. 40 4 4 19 23 24 9 8 8 4 2 3 0 108 
St, Paul, Minn. 29 0 0 4 :; 10 9 5 8 4 2 0 0 45 
Salt Lake City, Utah 40 2 3 9 20 26 13 5 16 11 10 5 1 121 
San Antonio, Tex. 40 3 6 23 30 23 6 3 1 l 1 2 .1 100 
S~~ Diego, Calif, 40 10 9 12 6 1 0 0 0 0 1 3 7 51 
Sand Key, Fla. 16 0 0 0 0 0 0 0 0 1 0 0 0 1 
Sandusky, Ohio 40 0 3 8 14 15 13 13 9 2 4 0 0 81 
Sandy Hook, '!I, J. 25 0 0 2 4 3 2 1 2 0 0 1 0 15 
San Francisco, Calif. 40 ;o 24 29 5 l 0 1 0 2 9 6 13 120 
San Jose, Calif. 27 5 5 7 2 0 0 0 0 0 1 0 3 23 
San Luis Obispo, Calif. 23 6 5 10 0 0 0 0 0 1 0 2 2 26 
Slm tal. Fe, ll. :!lex. :;a 2 l 13 19 46 27 ;6 23 13 27 3 l 211 
Sault Ste. l.!arie, Mioh. 4o 0 0 4 :; 6 7 5 7 1 13 4 0 56 
Se.V1UU18.h, Ga. 1.;0 1 3 1 4 13 5 3 3 1 1 0 0 35 
SQranton, Pa. •. 4o 3 0 6 6 12 21 8 5 3 12 1 1 76 
Seattle, Wash. 40 4 9 23 17 8 5 1 l 3 7 10 9 'J1 
Sheridan, Wyo. ;6 0 0 2 l4 ;o 42 l4 11 10 0 0 0 123 
Shreveport, La. 1.;0 7 6 9 13 8 2 l l 1 2 3 4 57 
Sioux City, Iowa 1.;0 0 2 4 18 27 28 9 10 13 3 1 0 115 
Southeast Farallon, Calif. 9 10 5 5 0 1 0 0 0 0 0 0 0 21 
Spokane, Wash. 40 l 2 26 25 42 14 4 7 6 9 2 2 140 
Springfield, Ill. 1.;0 0 5 30 24 21 15 4" 4 4 0 4 ; 114 
Sprin~field, Mo. 40 6 8 24 26 25 l4 9 4 0 2 1 :; 128 
Syracuse, N.,. Y. 40 0 1 1 0 7 12 11 3 3 5 l 0 44 
Taeome.~ Wash. 36 13 11 22 22 15 0 0 1 3 1 8 6 108 
Tampa, Fla. 4o 0 1 2 3 8 :; 1 3 0 0 0 0 21 
Tatoosh I&la:nd, Wash. 1.;0 19 23 27 23 12 0 2 0 1 16 35 23 181 
Taylor, Tex. 29 2 4 5 16 l4 3 1 2 2 0 1 1 51 
Terre M.ute, Ind. 31 0 2 18 16 14 10 8 4 1 1 2 2 78 
Thom&aville, Ga, 27 0 1 0 4 3 3 1 1 1 0 0 0 14 
Toledo, Ohio 1.;0 0 1 5 ll 11 ll 7 3 0 4 2 0 55 
Tonopah, Nev. 17 0 1 1 l 7 0 2 2 2 0 0 0 16 
Topeka, Kans. 40 2 1 17 26 21 23 12 9 13 9 3 0 136 
Tx:-enton, N. J. :;o 0 l 5 5 9 ll 8 6 1 3 0 0 49 
Valentine, Nebr. 40 2 2 3 9 25 34 24 23 7 4 1 0 15.4 
Vicksburg, Miss. 1.;0 3 10 13 20 5 6 2 2 :; 0 3 1 68 
Wagon Wheel Gap, Colo. 3 0 0 0 0 0 3 3 5 ~ 0 0 0 l4 
Wallo. wo.n .. , We.oh. :;a 6 4 20 20 12 5 2 1 1 10 5 2 68 
Washington, D •. c. 1.;0 0 2 4 10 12 10 7 3 1 2 1 0 52 
Wausau, Wis. .o 17 0 l 0 3 9 10 4 2 ; 0 1 0 33 
Wiehi ta, Kana. 40 2 6 17 31 43 26 8 5 6 1 4 3 158 
Williston, N. Dak. ~9 0 0 l 4 11 20 25 15 5 2 0 0 a; 
Wilmington, N. C. 1.;0 0 l 3 5 8 4 2 2 0 0 0 0 25 
Willl'lemuo_ca" Nev. 1.;0 3 8 12 '12 16 12 5 2 3 6 3 0 82 
Wytheville, Va, 37 l 1 6 10 ll 5 4 3 2 0 0 0 43 
Yakima, Wash, 15 0 l l 2 4 2 0 0 0 0 0 0 10 
Yankton, s. Dak. 29 0 0 6 11 20 12 11 11 3 2 1 0 77 
Yellowstone Po.rk, Wyo. 35 0 0 1 6 27 52 39 35 18 3 0 0 181 
Yuma, Ari~. 1.;0 2 2 3 0 0 0 0 l 0 0 l l 10 
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Table )4 

MAXIW!I mmBER OF DAYS WI'l'H HAIL, 19<Jh,..43 

Station Yrs. J F l( A M J J A s 0 N D A:nn. 

Abilene,. Tex. l.;o l 2 2 3 5 3 2 l 2 2 l l 10 
Albany, 1". Y, l.;o 1 0 1 l 2 2 3 l 1 1 1 0 4 
Albuquerque, N. !lex. 12 1 1 2 2 2 1 1 2 1 2 l l 9 
Alpena, lll!.oh. l.;o 0 0 1 1 2 1 2 2 1 1 l 1 4 
Amarillo, Tex, l.;o 1 1 l 2 3 2 l 1 1 2 1 0 5 
Anniston, Ala. 25 1 1 1 1 1 2 1 l 1 1 l 0 4 
.lpalo.ohieola, Fla. 18 0 1 0 1 0 l l 0 1 0 0 0 2 
Asheville, N. c. l.;o 0 1 1 1 2 2 1 2 0 0 0 0 4 
Atlanta, Ga. l.;o 1 2 1 1 2 1 2 1 0 1 1 2 4 
Atlantic City, N. J. l.;o 0 1 2 l l l l 1 l 0 1 1 2 
Augusta; Ga, l.;o 0 1 1 2 1 1 1 1 1 0 l 1 3 
Austin, Tex, 17 0 2 1 2 l 0 0 0 0 1 1 0 4 
Baker~- Oreg. 36 0 2 1 1 2 3 3 3 2 1 l 0 6 
Baltimore, lti, l.;o 1 1 1• 2 2 3 1 2 0 l 0 0 5 
Bentonville, Ark. l4 1 5 2 2 1 1 1 l 0 1 1 2 7 
Binghamton, N, Y. l.;o 1 0 1 l 3 2 4 2 1 1 1 0 5 
Binningham, Ala, l.;o 1 2 2 2 2 2 2 l l l 1 l 5 
Bimarek, N. Dale, l.;o 0 0 1 2 2 2 3 2 2 0 0 0 6 
Block Island, R, I, l.;o 0 1 l 1 1 1 1 1 1 1 1 1 2 

Boiae, Idaho. l.;o 1 4 5 3 4 2 1 1 2 1 3 2 10 
Boston, l!la•s. l.;o 0 0 1 l 2 1 1 1 1 0 l 0 3 
Broken ArroW,. Okla. 12 l 1 2 4 3 2 1 1 1 1 0 0 a 
Br<mllllville, Tex. 21 0 l 1 1 l 1 0 0 0 0 0 l 3 
Buffalo, N, Y. l.;o 1 0 l 1 1 1 2 1 4 2 l 0 5 
Bur 1ington, Vt. 37 0 0 1 l 1 1 2 1 1 1 0 0 3 
Ca.iro, Ill. l.;o 1 1 2 2 2 1 2 1 1 1 1 1 .5 
Canton, N. Y. 37 0 0 .1 3 1 2 2 2 2 2 1 0 5 
Cape Henry, Vs., 35 0 0 1 2 1 1 1 1 0 2 1 0 3 
Cape »o.y, N. J. 18 2 1 2 l 0 1 1 1 0 0 1 l 4 
Chs.rlea City, Io- 39 0 0 1 3 3 3 2 1 2 2 l 0 6 
Charleat<m, s. c. hD 0 l l 1 l l l 1 1 0 1 0 2 
Charlotte, lf. c. l.;o 1 l 1 l 2 .1 1 2 0 1 1 1 5 
Chattanooga, Tenn. hD 1 1 1 1 2 2 1 1 1 0 l l ; 
Cheyenne, l'f7o. 4o 0 0 1 3 5 lO 5 7 4 3 0 0 19 

9 Chicago, Ill. 4o 0 1 1 2 1 2 2 1 1 1 1 1 5 
Cincinnati, Ohio 4o 1 1 2 3 2 2 2 1 l l 0 0 6 
Cleveland, Ohio l.;o 1 1 l 2 2 2 1 2 2 3 1 0. 6 
Columbia, 110. 4o 2 2 3 4 2 2 2 1 8 l 1 1 ·6 
Col....,bia., s, c. l.;o 1 l 2 1 2 1 l 2 0 0 l 1 3 
Col..,.bus, Ohio l.;o l 3 2 2 1 l 1 2 1 l 1 0 6 
Coneord. 1. H. 35 l 0 1 1 1 l 1 1 1 1 l 1 4 
Concordia., Kans. 39 0 1 2 2 3 3 2 2 l 1 1 1 8 
Corpus Christi, Tex. l.;o 0 2 1 l 3 0 0 0 l l 1 1 5 
Dt.llas, Tex. 35 2 3 3 4 4 1 l 1 1 2 l 2 lO 
llttvenport, I* 4o 1 1 3 3 3 2 l 1 1 l 2 1 8 
Dayton, <hio 29 1 2 2 2 2 2 2 l 1 1 l 0 6 
0.1 Rio, Tex. ;a 0 1 l 2 3 1 l 1 1 l 1 1 5 
l>enftr, Colo. l.;o 0 0 l 2 4 4 2 2 2 1 1 0 8 
Do• lfoines, x- 40 2 l 2 2 4 3 1 2 l l 1 1 9 
llotroi t, lfich. l.;o 1 2 2 2 2 3 1 1 1 l 1 1 5 
Devil& Lake, !f. ll>tk. 39 0 0 0 2 2 3 2 3 2 1 1 0 7 
Dodge City, Kana, hD 0 1 2 3 4 5 2 1 2 l 1 0 12 
Drexel, llobr. lO 0 0 1 3. 3 3 1 0 2 l l 0 8 
Dub~>~~.""· r- l.;o 0 l 2 ~ 3 2 1 1 1 1 1 0 8 
n.... lliost, s. c, 11 1 l 0 2 1 0 2 l l 1 0 l 4 
Duluth, !ilinn. l.;o 0 0 l 3 3 2 2 2 2 2 l 0 6 
Butpert, lliiL.U!<o hD 2 l l 1 1 3 1 1 1 1 2 1 4 
l!:lld:M, w. Va. hD 1 1 2 2 2 3 2 1 1 2 1 l 6 
EllAIDclale, J'. ll&k, 15 .o 0 0 2 3 2 2 2 1 0 0 0 .6 
Bl l!'tuso, Tex. hD 1 l ; 2 3 1 1· 1 2 1 2 1 ; 
Erte, Pa. 40 1 2 2 2 l 3 l l 2. 4 l l 6 
Esollllab&, lfielt. hD 0 l 2 3 4 2 2 2 l 2 0 0 8 
l!l:urelea, Cs.lif. hD 5 5 4 2 2 l 0 0. 1 1 1 4 l6 
:p;,...,.Ti1le, Ind. l.;o 1 2 2 2 2 2 1 2 l 1 1 1 6 
F~ta.ff, Ariz. 9 0 0 0 1 2 1 3 4 4 2 0 .0 11 
Ft. l!lli'lfa, Ark. 4o 1 2 2 3 2 2 2 l· 0 0 1 •1 5 
Pt.~. Ind. 32 0 l l 3 1 l 2 1 1 l 0 0 .6 
n. W.rth, 'l<lz. ho l 1 2 3 2 2 1 l 1 0 l l 8 
Freeno, Cal it. l.;o 3 3 2 2 l 0 0 0 l 1 1 l 8 
Gtll..,•ton, Tex, hD 0 2 1 3 2 0 1 0 l l l 0 3 
Gf'f.nd Haven, Mich. 27 0 1 1 1 2 1 1 1 3 2 1 0 5 

"' 
Gram Ju.:.etion, Colo. ho l 1 2 4 3 2 l 2 1 1 l 0 7 
Gro.nd Rapids, lll.elt. l.;o l l 1 2 2 l l l 2 2 1 0 6 
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Table l4. (ccctd) 

Station Tr&. J F II A :II J J A Iii 0 li 1) Aim. 

Gre$ll. Bay, Wl.e, LO 0 0 2 l 2 3 1 l l 1 1 0 5 
Greensboro, w. c. 14 1 0 l l 2 l l 1 1 0 0 1 4 
Grcen'rllle, s. c. 21 l 2 1 2 1 l 1 l 1 l 1 l 3 ·~ 
Groesbeck, Tex. l2 1 l 1 2 2 2 l 0 1 0 l 1 4 
Hannibal, l!o. 29 l l 2 3 2 2 2 2 0 1 1 0 6 
H&rrisburg, l'a. !j(l 0 l l 3 2 2 2 1 1 1 0 0 6 
Hartford, Conn. 39 0 0 1 3 2 2 2 l l l 1 1 4 
Hatteras, N. c. 39 0 0 l 1 1 0 1 0 0 0 0 1 2 
fiATre. Uont. LiD 0 0 1 ; 5 4 3 1 l 1 0 ·o 8 
Helena, llont, LiD 0 0 1 3 3 5 4 3 2 1 2 2 11 
Houghton~ Jlioh, 29 0 0 1 l 2 l l 1 -1 1 0 0 4 
Houa:ton, -Tex. ;4 1 l 3 2 2 1 2 0 0 l 1 l 4 
Huron, s. :oak .. LiD 0 0 2 l 4 4 2 3 1 1 l 0 7 
Independence, Calif. 18 0 0 1 l l 2 0 0 0 1 0 0 2 
Indianapolis, Ind. LiD 1 l 2 ; 2 2 2 1 l 1 1 l 7 
lola, Kans. 26 0 1 2 3 2 2 l 0 l 1 l 1 8 
Ithaca, N. Y. 15 0 0 1 0 l l 2 2 1 0 0 0 5 
Jaekacm'rlll.,, Flo.. LiD 0 l l 2 1 2 1 1 l 1 0 1 ; 
Jupiter, Fla. 7 0 0 0 l l 0 0 0 0 0 0 0 1 
Kalispell, >!onto LiD 0 0 1 l 2 3 3 2 l l 0 0 5 
Kansas City, lto. LO l 2 2 !I 5 4 1. 2 2 2 2 l 10 
Keokuk, Io""' 38 0 l 2 3 5 2 2 2 2 l l 1 7 
Key '1163t, Fl&, 40 0 0 0 0 0 1 l 0 0 0 0 0 1 
Knorrllle, Tenn. 40 l l 1 3 2 2 1 1 l l 1 l 5 
Le. Crosse, Ills. 40 l 0 2 2 3 2 2 2 1 2 L 0 6 
L.ander, Wyo. 40 0 0 1 4 4 2 1 2 l 0 l 0 6 
Lansing, llieh, :;; 0 1 2 3 2 2 l 1 1 3 1 l 6 
Le. Salle; Ill. a 0 l l ; 2 l l 0 1 l 1 0 4 
Lewiston~ Idaho 29 0 l 2 1 2 1 l l l l 0 2 7 
Lexington, Ky. 29 l l l 2 2 2 l l 1 1 0 1 5 
Lincoln, Nebr. LiD 0 1 3 3 3 :; 2 1 2 l 1 l 9 
Little Roek, Ark. 40 1 2 2 :; 2 2 1 1 1 1 1 l 5 
Los .Ange~ ee, c ... uf'. 40 1 l 3 l 0 0 0 l 0 0 l. 4 
Louisville, Ky. 40 l 1 2 1 :; 2 2 1 l 0 2 l 6 
Ludington, llioh. 20 ~ 1 2 1 1 2 2 l 2 4 1 l 5 
Lynchburg, Va. 36 l 1 0 1 l 2 2 0 1 0 1 0 ~ Maeon. Gae. 40 1 1 l 2 1 l 1 1 l 0 0 1 
l!adison, Wis, 39 0 l 2 3 4 1 2 2 2 1 l 0 6 
:r.lo>.rquette, Mich. LiD 0 0 ,l l 2 2 2 2 2 l 0 0 .4 
l!adford, Oreg. 16 0 1 l 4 :; 1 1 l 1 1 l 0 7 
liomphis, T....,, 40 1 2 2 2 2 2 1 0 l 1 2 l 5 
U&ridian, Min. LiD 1 2 l 3 1 2 2 l 0 l 0 0 3 
!Uami, Fla. 32 0 l 0 2 2 l l 0 1 0 0 l ~ 
!files City, Mont, 36 0 0 1 2 2 2 2 :; l l 0 0 8 
Milwaukee, Wis. 40 0 1 2 3 3 ; 2 2 l 2 l 0 5 
llinneapolis, llinn. 40 0 0 1 2 3 2 2 2 2 l 0 0 7 
Missoulo., l!ont, 6 0 0 2 2 l 4 1 0 l 1 l l 6 
Mebile, Ala. 40 ' 1 l 3 , 2 2 l l 0 0 2 2 lO 
l4oclena, Ut&h LiD l 2 5 6 4 ; 3 3 2 2 l l 20 
Montgom<Ory, Ala. 40 1 1 1 2 l 1 1 0 l 0 l 0 4 
!.!oorhe!ld, ldnn. 39 0 0 1 2 :; 2 l 2 1 l 0 0 7 
Mt. Tsmalpe.l.s, Calif, 17 3 2 4 2 2 0 0 0 0 1 2 2 7 
lit. \feather, va. 9 l l l 2 l 2 2 1 1 l 0 0 5 
lhwtucket, J.!o.oo; 40 0 0 1 2 1 1 0 0 1 1 l 1 2 
No.rro.~;onsett Pier, R, I. 14 2 2 2 2 0 1 l 0 l 0 l 2 6 
'!lashnlle, Tenn~ LiD l 2 2 ; 2 2 1 l 1 1 1 l 5 
New Haven, Conn. 40 1 1 l 2 2 2 1 1 1 1 1 0 3 
New Orle_Me, Ls.. 40 l l 1 2 2 l 1 1 l 1 1 2 4 
Nn York, !1, Y. LiD 1 l 1 2 2 2 2 1 1 2 l 1 5 
N_Orfolk. 'Va.. 40 0 l 2 2 2 1 1 1 1 l 0 () 5 
llorthfidd, Vt. :;:; 1 0 1 1 2 2 1 l 1 l 0 0 4 
North Head, Wash_, 40 5 7 7 5 :; l 0 0 l 5 4 6 26 
North Plo.tte, llebr, 40 0 1 1 3 t 4 3 2 2 1 0 0 e 
Oklflhomo.Ci ty, Okla. 40 l 2 3 3 2 1 l 1 1 l 3 9 
Qm.aha, liebr"" 40 1 1 ; 2 4 2 2 2 ' 2 3 a 
Ofn'Qego, H. Y. 39 1 0 1 1 l 1 1 :!. 2 3 3 0 5 
l?al.,atine, T&x. !j(l l 1 2 ; 2 l 0 1 l l l 1 4 
Parltersbur~;, Vo., 40 l l l l 3 3 2 0 0 1 l 1 6 
Peneaeola, Fb. 40 l 2 2 2 l l 1 0 0 0 1 l 5 
horia, Ill, 36 0 l 2 5 3 1 l 2 1 l l 0 I Philfldelphie., h., 40 0 1 1 l 1 l l 1 0 0 1 0 
Phoenix, Ari•. 1.!0 l e 2 l 1 0 1 l l l 1 1 g 
PittM"el!! s. DU. 26 0 0 l l 2 ; 2 1 1 l 0 0 

Pittsburgh, Pe., !;0 1 l 1 :1 ' l 2 1 l 1 l l 6 

40 4 k 1 ; 3 ' 2 2 1 2 15 .. 
l'ooo.tello, Idaho 0 2 

"' 
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Table l4 {ocntd) 
"' 

Station Yra. J F 1.1 A H J. J A s 0 l1 !) .Aml. 

Point Reyes Light, Calif. 23 5 4 2 l Q 0 0 0 l 0 0 2 10 
Port AngeleG, W&sh. l4 1 0 3 2 l 0 0 l 0 0 0 l 4 
Port Arthur, Tex. 26 l l 1 2 2 l 0 0 0 0 0 1 ' Port Crescent, W&sh, l2 0 1 1 1 l 0 0 0 0 l l 1 4 
Port Kurcn, l.!ioh. 29 1 2 1 2 2 2 1 2 1 2 0 0 5 
Portland, Maine 40 0 0 1 1 1 l 2 1 l 2 0 0 4 
Portland, Oreg. 40 1 2 3 3 3 1 0 0 2 ' 1 1 9 
Providence, R. I. 39 0 0 1 l 1 l 1 l 1 0 0 0 4 
Pueblo, Colo. 39 0 0 l 2 2 3 2 3 1 1 0 0 10 
Raleigh, N. c. 40. 0 1 l 1 2 l 2 l 0 0 1 1 3 
Rapid City, S, Dak. 39 0 0 0 2 3 l 4 3 1 1 0 0 9 
Reading, Pa. 31 0 l 1 3 2 1 2 2 1 1 0 .1 a 
Red Bluff, Calif, 32 2 2 4 2 2 l 0 0 1 0 0 2 9 
Redding, Calif. 8 l 2 :; 2 2 0 0 0 0 1 l 0 5 
R&no~ Nev. ;a 1 0 1 l 2 l l 1 2 1 l 0 5 
Richmond, Va. 40 l 1 l 1 2 1 1 1 0 1 0 1 ' Rooheat~r, N • Y. 40 0 0 1 2 2 2 l 1 1 2 0 1 4 
Roseburg, Oreg. 40 2 1 2 4 3 1 0 0 1 1 2 l B 
Ros....,ll, N. !lex. 39 1 1 2 4 2 3 1 l 2 2 2 1 a 
Royal Center, Ind. 13 1 1 1 3 2 1 2 0 0 1 0 0 7 
Saor~ento, Calif. 4o :; 2 3 l l 0 0 0 0 l 1 1 4 
Saginaw, Mitlh, 12 0 1 1 1 2 l 1 1 2 1 0 1 1 
St, Joseph, Mo. 34 1 1 2 2 4 :; 1 2 2 1 1 1 10 
St. Louis, Uc. 4o 1 2 :; 2 :; l 1 l 1 1 1 0 1 
St. Paul, Minn. 29 0 0 2 1 2 2 1 2 1 1 0 0 5 
Salt Lo.ke City, Ut&h 40 1 2 2 :; 3 2 1 2 2 2 2 1 8 
S!lll Antonio, Tex. 4o 2 1 3 4 4 2 l l l 1 1 l B 
San Diego, Calif, 40 2 1 3 2 l 0 0 0 0 1 2 2 5 
Sand Key, Fla, l6 0 0 0 0 0 0 0 0 1 0 0 0 1 
Sandusky, Ohio 40 0 2 1 2 3 2 2 2 1 l 0 0 6 
Sandy llook, :11, J, 25 0 0 1 1 1 1 1 1 0 0 1 0 3 
San Fra.neisoo, Calit.· 40 4 4 5 2 1 0 1 0 2 a 3 5 28 
San Jose, Calif. 27 2 1 1 1 0 0 0 0 0 1 0 1 3 
San Luis Obispo, Calif. 23 l :; 2 0 0 0 0 0 1 0 1 1 4 
Ssnta. Fe, N. !lex, 38 1 l 3 3 5 3 3 3 2 4 2 1 12 
Sault Ste. Marie, !lie h. 40 0 0 2 1 2 1 1 1 3 3 2 0 6 
SaVMnah, Ga. 40 1 1 1 1 3 l· 1 2 1 1 0 0 4 
Sero.nton, Pa, 40 2 0 l 1 1 3 2 l 2 2 1 1 4 
s .. attl&, Wash. 40 1 l 2 2 2 2 1 1 1 2 2 2 6 
S1teridsn, Wyo. 36 0 0 l 3 4 3 3 l 2 0 0 0 9 
Shrevaport, La. 40 1 2 2 2 2 1 1 1 1 1 l 2 4 
Sioux City, Io.,.,. 40 0 1 2 2 ' 3 2 :; 2 l 1 0 6 
Southeast Farallon. Ca.Ht'. 9 5 3 2 0 1 0 0 0 0 0 0 0 6 
Spoklule, Wuh, 4o 1 l 4 3 5 3 1 1 1 4 1 1 10 
Springfield, Ill, 4o 0 2 3 3 2 2 l l 1 0 l l 7 
Springf'i&ld, Yo, 40 l l 3 3 4 2 2 1 0 1 l 1 9 
S;yraeuae, N. Yo 40 0 l l 0 1 2 2 1 1 1 1 0 3 
Tacoma, Wash. 36 2 3 3 4 2 0 0 l l ' 3 l 9 
TMtpa, Fla. 4o 0 1 1 1 2 1 l 2 0 0 0 0 3 
Tatoosh Island, Wash, 40 3 5 7 6 3 0 1 0 1 3 7 5 19 
Taylor, Tex. 29 l 2 2 3 3 1 l l l 0 1 1 6 
Terre Haute, Ind. 31 0 l 2 2 2 2 2 1 1 l 1 l 6 
Thomasville, Ga, 27 0 .l 0 l 1 1 1 1 1 0 0 0 2 
Toledo, Ohio 40 0 1 1 1 3 2 l 1 0 1 1 0 7 
Tonopllh, lieT. 17 0 1 1 1 2 0 l l 1 0 0 0 4 
Topeka, Ksns. 4o l l 3 3 2 2 4 1 ; 2 2 0 10 
Trenton, lf, J. 30 0 1 1 1 1 2 2 l l 1 0 0 3 
Valentine, :llebr, 40 2 1 l 2 4 4 3 2 2 1 l 0 6 
Vicksburg, Miss, 40 2 1 2 2 1 1 1 1 2 0 1. 1 5 
Wa~on Wheel Gap, Colo. ; 0 0 0 0 0 3 2 2 2 0 0 0 .9 
Walla Walla, Wash. ;a 2 1 3 3 2 1 1 1 1 2 1 1 6 
Washington~ D. c._ 40 0 1 1 1 ' 1 2 1 1 1 1 0 5 
W...Uuu, Wis. 17 0 1 0 1 ' 3 1 1 1 o. 1 0 9 
Wich1te., Kma. 40 1 l :; 4 4 ' 1 l 1 2 1 1 a 
Williston, N. Dak, 39 0 0 1 1 l 3 ' 2 1 1 0 0 6 
Wilmington, N, C, Lo 0 1 1 1 2 1 1 1 0 0 0 0 4 
Wim:unnuoea0 N'ev o 40 1 ' 2 ' 4 2 1 l l 2 2 .0 10 
\l'yth&ville, va. 37 l 1 2 1 2 l 2 1 l 0 0 0 ' T&.ldm&, WAsh, 15 0 1 1 1 1 1 0 0 0 0 0 0 2 
Yankton, s. Dak, 29 0 0 l 2 3 2 2 2 1 1 1 0 5 
Yellowetone Perk, Wyo. 35 0 0 1 2 5 !) 4 4 3 ! 0 0 11 • 
Yuma, AT1Zo 40 l 1 l 0 0 0 0 l 0 0 1 2 



At five of these stations (marked with an asterisk) the minimum annual 

number of days with hail is two; at all the others in the list it is 

one. 

223. Some of the differences between the annual chart of the 

average distribution of days with hail, figure 69, and the similar 

annual. chart on page 730 of 11 Climate and Man 11 
(
2) should be explained 

before proceeding to a comparison with the thunderstorm distribution. 

The most obvious difference is on the West Coast, where the "Climate 

and Manu chart shows hail occurrence tapering off toward zero while 

figure 69 shows an increase to an important secondary maximum on the 

Coast. The difference arises from a disagreement in the interpreta-

tion of the basic data. Most of the Pacific Coast occurrences are of 

what is krl.o\l'lll.as 11 small hail", a hydrometeor characteristic of the 

winter or cooler months but occurring, nevertheless, with surface 

temperatures above freezing and falling from cumulonimbus clouds. 

It is often, but not always, accompanied by thunder. It is smaller 

than the ordinary hailstone and is composed of fewer, if any, con-

centric shells of clear and opaque ice. Often it is a soft, snow-

like nucleus surrounded by a thin crust of ice which gives it a 

glazed appearance (27). In climatological summaries no distinction 

is made between hail and small hai 1. For the 11 Climate and Man" 

chart the supposition has been that real hail occurrences on the 

,West Coast are effectively zero while elsewhere there are no small-

hail occurrences, so that the frequency of hail occurrences, as 

deduced from the climatological summaries, has been ignored for 

the West Coast and fully accepted elsewhere. In figure 69, 



.. however, and also in the following monthly charts, the Hydrometeor­

o logical Section has used the data strictly as tabulated without 

other corrections than smoothing, since the tabulations themselves 

make no distinction between types of hail. 
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224. In other respects, the differences between the two charts 

are mostly minor. Mo differences in point values can be attributed 

to differences in length of record used and to the fact that the 

basic averages used ih the !!Climate and Mann chart were usually in 

whole numbers rather than in tenths, as in the Hydrometeorological 

oharts. Occasionally, also, the addition of another station affected 

the pattern; Flagstaff data, for instanye, were used in the Hydro­

meteorological chart and forced a notable change in the region of 

northern Arizona by doubling the frequency in the vicinity of 

Flagstaff. 

225. Excepting the Pacific Coast, the annual hail chart, 

figure. 69, shows the characteristic continental concentration from 

which there is a diminution of activity in .all directions: poleward, 

equatorward, and seaward. It might be described as a purely conti­

nental concentration (annual frequencies of three to four) in the 

region from Iowa-Nebraska to Texas with an orographic enhancement 

of activity in the mountains on the west. The midcountry maximum 

corresponds to the secondary isoceraunic maximum in that region seen 

in figure 28 and the orographic maximum corresponds roughly to the 

Rocky Mountain thunderstorm maximum. In the mountain. region both 

charts also show a comparative minimum in western Wyoming., The 

thunderstorm maximum near the Gulf is not reflected in the hail 
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pattern. Also, the vYest Coast thunderstorm minimum does not correspond 

to the secondary hail (or small-hail) maxL~um in that region although 

the actual totals are not far apartQ 

226. Inspection of the over-all hail pattern indicates at 

least two influence.s that may be responsible for the higher fre­

quencies. One is orographic and the other .frontal. Theyare con-

tributary rather than sufficient or invariable factors. 

22.7. The orographic effect is probably twofold. Although 

the mechanical lift provides the stimulus to tree convection, the 

height of the station above sea level also contributes to the possi-

bility of hail occurrence because of the comparatively short distance 

between the zero-isothermal level (or, more accurately, the zero-wet­

bulb level) and the surface. The extreme, country-wide difference 

in the mean height of the zero-isothermal surface above sea level 

in July, for instance, is about 1500 m and, for most of the country, 

about 500 m. Both are less than the difference in elevation between, 

for example, Cheyenne and Tampa. The consequent lesser height 

between the ground and the zero-isothermal level corresponds to a 

lesser opportunity for the melting of hail as it falls to the 

ground. Tropical regions, of which Key West is a good local example 

and where the zero-isothermal surface is in general high while the 

lower air is warm, are notoriously deficient i:h hail occurrences at 

or near sea level (26). 

228. The extension of the non-orographic maximum area from· 

Oklahoma-Kansas east-northeastward toward Pennsylvania coincides 

roughly with a region of strong frontal activity. The monthly 
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distributions; to be discussed later, also favor the plausibility 

of frontal origins. This should not be taken to mean that the hail 

occurrence is associated strictly with the frontal passage. Aithough 

no reliable study has been made of the synoptic causes in a sufficient 

number of ca~es, such evidence as has been noted strongly suggests 

that hail occurrences are usually closely associatedwith frontal 

situations and that the 11 local hailstorm, 11 analogue of the local 

thunderstorm, is probably a rarity e 

229. On account of the comparatively lownumber of occurrences 

on the monthly charts it has been necessary to draw for occurrences 

of less than one per :month in order to show the seasonal change of 

pattern. In this class, values of 0.,2 and OQ5 were chosen, that is, 

frequencies of one in five years and one in two years, respectivelye 

Except for a few isolated points, the line of zero frequency sets 

off an area of actually zero occurrence during the period of record 

just as in the thunderstorm-frequency charts. There has 5 however, 

been no attempt to adjust the area of zero hail occurrence to the 

area of zero thunderstorm occurrence, a problem of·.the winter months. 

The zero lines were draw.n independently of each other; this seemed 

the best solution since hail is know.n to occur without thunder. 

The phenomenon is not limited to the United States. Tabulations 

of climatological data for "the world know.n to the ancients" by 

Shaw (28) yield a number of places where, on the average, hail occur~ 

ranees exceed thunderstorm occurrences in some months: specifically, 

at Jerusalem, at Richmond in southeast Engl~nd, and in particular 

at Malta, where the January figures are actually 3.4 to 0.8. 
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L ~ b f d t (29) h . '1 1 t• h' t . t . anu.s e:r'g s a a · sow Sl.In1 ar rea J.ons 1ps a some po1n s J.n 

Japan. 

230. The January hail pattern (figure 70) differs markedly 

from the January thunderstorm pattern except in the approximate 

coincidence of the areas of zero occurrence in the northern sections 

of the country. On the West Coast, during this month, hail actually 

exceeds thunderstorm frequency. Only in the region of the juncture 

of Arkansas, Louisiana, Oklahoma, and Texas does there seeni to be a 

direct relation between thunderstorm and hail activity. There the 

hail occurrences are about one in five years and their ratio to 

thunderstorm occurrences is about one in ten. In February (figure 70), 

apart from the West Coast where. maximum activity is maintained, the 

area of appreciable occurrence of hail (one in five years) has ex-

panded to include the states from Oklahoma and eastern Texas to 

Alabama, and again it is roughly coincident with an area in which 

ten times as many thunderstorms occur. By Ma:r'ch (figure 70) the 

hail activity is more than doubled over the Great Basin Plateau 

and also in midcountry with a maximum center, exclusive of the West 

Coast;, in Oklahoma...,Missouri. The general spread of the areas of hail 

and thunderstorm activity is now about t)1e same but the continental 

hail centers are displaced northwest of the isoceraunic centers. 

However, average hail frequenc still do nqt average one per month 

except on the West Coast. By April (figure 70} a further general 

increase in hail activity except on the West Coast, where it has 

diminished, has now produced one-per-month frequency lines in both 

the midcontinental center over eastern Oklahoma and in the Nevada-Utah 
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plateau area. Both centers can be related to increases in thunder­

storm activity., but the latter increases are of' much greater magni• 

tude. The emergent isoceraunic maximum in southeastern Florida is, 

however, unaccompanied by an increase in hail activity. 
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231. May (figure 71) is, in general;, the month of maximum. hail 

activity, although at a considerable number of stations April or 

March is locally the month of maximum activity. By May the 1.-day 

centers have expanded appreciably,. small new centers of the same 

magnitude have emerged, and a new center with a 2;.day maximum now 

appears at Cheyenne. Both the increases and centers in these regions 

roughly reflect the isoceraunic patterns and centers but, as before, 

the latter intensification is greater. In Florida there iS no such 

reflection at all. On the West Coast the lo.day line has now disappeared .. 

232. In June (figure 71) only a. few stations, including Cheyenne 

which now has 2.9 hail occurrences per month, show any further increases. 

Mostly there have been marked decreases 9 and all but the Cheyenne­

centered maximum area ha~e disappeared. This does not correspond to 

the thunderstorm situation, in which there has been marked intensifi­

cation of activity except in southern Texas& It is interesting to see 

that in tho latter region the thunderstorm decrease is accompanied by 

tho intrusion of an area of zero hail occurrence between Corpus Christi 

and Galveston. The .Cheyenne hail center seems fairly we~ll correlated 

with the eastern Rocky Mountain thunderstorm maximum. Otherwise, the 

patterns and frequencies of the two phenomena diverge - and continue 

to do so in July; when the hail map (figure 71) exhibits an area of 

significant increase only around Flagstaff while the thunderstorm chart 



is a pattern of increased activity generally. The Flagstaff region 

however, shows increased activity on both charts and~ all in all, it 

is still in the Rocky Mountains that the hail pattern resembles the 

thunderstorm pattern most closely.. That is also true of the hail 

patterns for August (figure 71) and September (figure 72). 

233. By October (figure 72) the winter and spring hail pattern 

is .foreshadowed. West Coast activity is again on the increase and 

the midcontinental center (now over Kansas-Missouri) is associated 

with a secondary thunderstorm center. A notable item is the appre­

ciable but temporary increase of hail activity at leeward stations 

in the region of the Great Lakes. Except for the disappearance o£ 

the latter effect, the November and December hail patterns (figure 72) 

can be similarly characterized" 

The hail-thunderstor.m ratio 

234. The ratio of hail to thunderstor-m occurrences is implicit 

in the foregoing discussion, but its variation in. time and place, 

although possessing significant features, i~ not easily noted without 

special presentation. For this purpose the station values o£ table 13 

were divided by the station values of table 1 and multiplied by 100 to 

obtain the percentage ratios of hail to thunderstorm days annually and 

monthlyo The iaoperoental lines are shown in figures 73-76. Because of 

the changing gradient of values, the same isoperoental lines were not 

necessarily used from chart to chart nor in differen·t portions of 

the same chart. Particularly for the low percentage values, only 
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such lines were drawn as would adequately indicatethe gradient and 

changes. The zero lines were drawn to coincide with the lines of 

zero hail occurrence on the previous charts (figures 69-72), although 

the true ratio at those places ~ere there were also no thunderstor-m 

occurrences is really indeter-minate rather than zero. No lines were 

drawn for values over lOo%; however, there are many such values, 

particularly in the Far West, and some of the$e values are infinite -

that is, there are days with hail but no days with thunderstor.ms in 

the record. Tables 1 and 13 provide the basic data for those who 

are interested in the exact numerical ratios of particular stations. 

Occasional reference to them is suggested, in any case, because the 

smoothing involved in the construction of the isopercental patterns 

had to be somewhat more drastic than usual in order to eliminate the 

anomalous local variations. Only the large-scale patterns are of 

interest here and only those patterns showed important systematic 

vari ati ons. 

235. The annual ratio chart (figure 73) shows the ratios in­

creasing northwestward from below 2%within a Gulf and Atlantic 

Coastal strip in the Southeast. MOre than half the country has an 

azmual hail-thunderstorm ratio of less than lo% and more than a 

third has a ratio under 5%. Percentages over 10 occur only from the 

Rooky Mountains westward. On the eastern slopes of the Rockies 

Cheyenne has a maximum value of 18.2. The Great Basin area shows 

a greater expanse of over 10% occurrence and some values over 2o%, 

but close to the Pacific Coast the percentages rise rapidly to as 

high as 200% at North Head, Washington,. 
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236. The north-south gradient of the ratio1 east of the Rookies, 

is emphasized on the winter charts, of which January (figure 74) is 

typical& The decrease toward the Atlantic and Gulf Coasts is also 

notable. Many of the Far West percentages are over 100 and some, 

like Reno and Winnemucca, Nevada., i:nf'inite. The violent convolutions 

of the isopercental lines in this region and also along the Great 

Lakes could not be well related to topographic features since they 

7aried too much from month to ·month. However, in the East there is 

a. noticeable and fairly consistent correspondence between the location 

of the Appalachian syetem and an area of comparatively high ratios. 

237. In general, a. similar pattern is preserved in the follow­

ing months except that by June and July (figure 75) the West Coast 

becomes mostly a.n area of ·zero ratios. There are similar changes 

in the country-wide values of the ratiO. Considering the country 

as a whole, the values are probably highest in February (figure 74)_ 

because of the high West Coast ratios during that month. For the 

rest of the country, especially from the Rockies eastward, the east­

ward spread of the 10% line indicates that probably March (figure 74) 

is the month of maximum ratio. ByMay (figure 75), the westward 

retreat of the 10% line, the appearance of . a 5% line g and the lack 

of even isolated 20% values east .of the Rockies, indicate the 

country-wide dirn::inution of the ratio. This diminution continues 

through September (figure 76) except on the West Coast, where the' 

winter :i.nerease has already begtU1. Elsewhere the zero arid the 2% 

lines bound Cbnsiderable area. By 06tober (figure 76) the w.l.liter 

pattern, with its greater northwlird and viestward increases, is 
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being reestablished, and during the following months the gradient 

is intensified because of the comparative constancy of the ratio 

in the southeastern coastal states. 

238. From the above data the conclusion should be dravm that 

at most stations the hail-thunderstorm ratio is quite small. Except 

in the Far West, it rarely exceeds 2o% and in most plaoesit is a 

much lower percentage. An examination of some of the monthly o 11• 

matio summaries for states and sections within this region indicated, 

however, that the number of days o:n whiohhail occurred anywhere in 

a state was usually much higher than 20%· of the number of' days with 

thunderstonns in that state., Almost always the dates of occurrence 

were the same. The state and section data are based on reports from 

cooperative stations, newspapers, and other sources, as well as from 

first-order stations. 

239.* To check this indication, the number of days with hail 

and also the number of days with thunderstorms were counted for the 

25 years from 1916 to 1940, in Iowa and in the Maryland-Delaware-

District of Columbia climatic section. Iowa was chosen because it 

had one of the best collections of climatic sumrnaries and the other 

section was chosen because a comparison of its hail-thunderstorm 

ratio could be made with the detailed data for Washington, D. c. 

The data for Iowa were compared With the point data for Kansas City/ 

Missouri, because a complete, .lengthy record !'rom the latter was 

~ - - - - - - - -- - -- -
* The material contained in this and· the following paragraphs of 

thi.s sec;!i.ion of the report has previously been published in the 
Monthly Weather Review (30). 
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also available (4). The 1904 ... 43 swmna.ries of both hail and thunder-

storm frequencies had not as yet been compiled at the time this portion 

of the study was made but the differences do not affect the results in 

any important way. 

240. Tables 15 e.nd 16 show the :frequency data. £or days with 

thunderstorms, hail, and tornadoes in the two sections. The tornado 

data are £rom a report on tornadoes (3l) in Which the Hydrometeoro-

logical Section cooperated. In figure 77 the data for the station 

and for the area are compared. However, although the tornado totals 

are included in the tables they are not plotted in the f'igure because 

the tornado values are too small £or adequate representatione It can 

be pointed out that where the tornado occurrences are appreciable, as 

in Iowa, the monthly variation in average number of' occurrences forms 

a curve which is a flattened version o:f the hail-variation curve. In 

the :Maryland-Delaware-District of Columbia section the tornado. occur-

rences are too few to make comparison worth while. 

241. Both tables and figure show how the state-wide or section-

wide days of occurrence of thunderstorms or hail exceed the occurrences 

as reported by the single station. That this should be so is obvious 

tram the consideration that if a large enough area - for instance, the 

area of the earth - were used, then every day would be a thunderstorm 

day and a hail day, perhaps even a tornado day. However, this fact 

does not cancel the validity of the increase in occurrences observed 

in the state-wide data. The thunderstorm and, to a. greater degree, 

the hailstorm are phenomena of small areal extent. Thunderstorms are 

officially reported only when thunder is heard and the audibility of 
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Table 15 

AREAL mu:tmEJIST(lRM..B'AIL-TORWADO FREQUENCIES - lOI'IA 

Jl!lnus.ry 
Year 

Feb~ary :Maroh April 'May June 
- r- ------ -- r-

r;::; R T ~ H T p.r, H T Ri H T Ri R T R'4 H T f?l H T Ri H T Ri H T Ri R T Ri H T Ri H T 

July August September Oetober E'o~ber Deoember 

1940 I o o o 1 o o 10 6 1 12 1 . o is lb o 2h 12 L.- 2? B 2 Z7 a o 12 2 o 12 1 o 5 ? · o 1 o o 
1939 I. 4 1 o 2 :s o 10 ., o 12 -a o lQ ~ 1 26 1 l 21. ,,, o 2n c; 1 12 2 o H a 1 _ 3 1 o o o o 
193a L 2 o o 8 9 o 13 14 2 16 1o 1 25 n · 
1937 I_ 2 I ol__gL 1L__QLg_L_gJ_Jd_QL]JJ_ __ aL oL~L~ltd_g!l__ti_~L22I 2_L_3kJ___2_] rl12l 1_L o [ 41 1 LoL5J JLl o Lo L _oLJ> 
19;6 L:LJ_Q_Lcl 21 o I ol __ _el_nJ o I -1! 1L_oL~.s.110.l_o_l~_L6_l___Q.Ll9.L 'iL.o12s_L9_Lo.LrLI_<LLaLz_1_1.J.Jll.~-LlioJ .. L.J __ II _o 

1935 131 1! ol 31 ol oi13!6J 2161 oloL?1L ol26lsloi.R5L9I2I23I 3lll17l7lolniL.Ioi41.1IOIOI 01 o 
. 193L o o o o o o 5 3 o 5 7 o 13 5 o 22 13 _I.). 22 9 3 2h 3 o 2.2 2 o 9 1 1 7 1 o o o o 

1933 7 5 0 5 4 0 10 8 0 11 9 1 22 ll 2 17 1 1 16 9 2 21 3 0 21 9 0 5 3 0 3 0 0 0 0 0 
1Q'l2 0 0 0 4 1 0 3. 2 0 11 6 0 17. 13.. 1 28 13 _5 23 10 2 18 7_ 0 10 r.:; 1 10 'l J.!. _l 0 0 1 2 0 

1931 0 · 0 0 l o o o 0 0 7 _1 l 15 . 8 .2 .17 9 _? 18 1n n .18 6 2 ; 20 _L 2 _:12 _7 0 10 2 0 2 2 0 
1930 0 0 0 5 5 0 5 5 0 12 4 0 19 10 1 16 18 0 13 8 0 19 2 0 14 10 2 11 1 1 4 1 0 0 0 0 
1929 3 0 0 1 0 0 11 5 3 17 13 2 lL 6 2 22 10 2 20 10 2 20 6 0 19 1 1 11 2 0 2 3 0 . 0 0 0 
1928 1 0 0 5 1 0 10 3 1 6 3 2 16 r; 1 20 1? '3 2'3 lL. 1 20 10 2 1L '3 2 11 l 1 5 1 1 1 0 0 

19Z7 0 0 0 5 0 0 10 7 0 21 9 0 18 10 4 21 1 0 't!7 11 2 18 9 0 20 6 1 12 3 0 5 3 0 1 0 0 

192§ 1 o o 2 3 o 3 o o 4 1 o 21 8 o 20 11 2 2h 10 o 2h 12 o 25 6 1 9 _ 3 __ .1 7 3 _o __ a _l o_ 
1CJ2r:; 0 0 0 6 1 0 6 1 0 16 l2 1 14 4 0 25 17 5 26 13 1 18 7 0, 19 4 0 . 7 2 1 3 1 0 0 1 0 
192h 0 0 0 0 1 0 6 . 4 0 20 10 0 13 8 0 ?f· 14 0 23 l1 0 25 10 1 12 3 1 l4 1 1 7 _J!_ 0 2 l . 0 

1923 1 0 0 2 2 0 4 0 0 l2 6 0 18 5 1 27 13 l 19 9 0 2h 10 . 3 21 5 1 3 0 0 3 1 0 0 0 0 
1922 2 2 0 3 4 1 7 6 0 11 10 5 23 17 3 21 10 0 't!7 10 2 23 11 0 16 2 0 12 1 0 9 1 0 1 1 0 

1921 0 l 0 2 1 0 15 3 1 13 11 l 20 13 2 2h 7 0 23 .. 2 0 2h 6 0 7 8 1 12 4 0 3 2 0 l 0 0 
1920 .0 0 0 0 0 0 11 7 0 16 10 0 19 6 2 23 13 2 26 16 1 20 4 0 l8 6 0 lO 5 0 2 0 0 3 2 0 
1919 0 0 0 2 4 0 7 4 l 20 11 2 13 5 2 26 9 l 20 7 0 22 5 l 16 l 0 22 2 0 7 0 0 0 0 0 
1918 0 2 0 4 4 0 5 2 0 14 7 0 23 15 4 22 12 0 20 5 1 2h 5 0 13 5 0 4 0 0 6 4 0 3 2 0 
1917 0 0 0 2 0 0 .0. 1 0 14 1 0 17 5 0 28 9 2 25 9 0 20 3 0 20 3 0 . 6 . 6 0 4 0 0 0 0 0 

1916 4 . 0 0 1 0 0 8 0 0 10 1 1 -~. ll!. 1 28 _9 0 23 6 0 26 2 . 1 11 6 1 11 0 0 . 2 0 0 4 0 0 
Totals 31 ' 12 0 67 1+3 1 1~ 105 11 307 192 _17 Ia7 ~ 34 "2 ~7 47 559 239 28 548 lry[ ).3 !±Q_1 ]!)9 14 ~ 99 7 114 34 J._~ 13 0 

Means (R'I' ) I 1.24 I 2.68 I 7.28 I 12.28 I l~M8 I 22~88 I 22.36 r 2i.92 I 16.64 l .. 9o 72 I 4.56 J ·96 
Means (!!) I .1-JB I 1.72 I 4.20 I ' 7.68 I a.96 I 10.26 L .9.56 j 6.28 I 4.36 J 2.16 L l;.o6 __ _1 --~-
Means (T) I o I ;o4 I .J-14 I .68 I 1.36 I 1.38 l . 1.12 .52 L .5Q I .21') J ~o4_ I o 

1-' e; 
Peroentege I l I Ra.tioa(R/R'I') 38.7_ ___ 23~g___ ____:2'l._'L __ j_62.5 l 47.0 I 44.9 I 42·8~ • L_c_,_.28.6 I 24.7, I 28.4 I 29.8 I 54.2 

~ :::. J:' ys ""lith Thunderstor:ms. H : Days with Hail, T = Days with Tornadoes. 
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Year 

Q 
Q 
0 

.Q 
Q 
.Q 
0 

0 
0 

6 

.oe .os .20 .o4 .12 0 

8.0 13.2 19.6 29.3 26.4 17.0 s.o 17.5 22.6 3.8 

"' Days with Thunderstorms. H Days with Hail, T =Days with-Tornadoes. >~< = No Data. 
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thunder, according to C.E.P. Brooks (5), is 10 or 12 miles under favor-

able circumstances and only about 6 miles under normal circumstances, 

making the area within which thunder is normally heard about 100 square 
~ 

· miles. An interesting corroboration of the latter figure has been made 

by R. L. Day (32). Hence, if only first-order stations, widely spaced, 

are used to study frequency of occurrence, many occurrences of thunder 

will be missed. The observations made by a dense network of stations, 

intended for forest-fire protection in the State of Washington, 

increased the thunderstorm-day values of Alexander's isoceraunics for 

the period 1904-23 (3) twofold to fourfold (33). Fewer would be missed 

by a sparse network if lightning were the phenomenon that had to be 

observed. Hail, on the other hand, is neither seen nor heard at any 

appreciable distance, its total area of occurrence being often of the 

order of 20 square miles. A sparse network will thus miss more hail-

storms than thunderstorms. The use of occurrence over an area rather 

than over a single station corrects these faults although the exact 

area to be used for proper correction is problematical, and an 

academic question in this case since the areal data are limited to 

climatic sections or states. 

242. In the two examples cited the frequencies of thunder-

storms, as observed over the state or section, are about double the 

frequencies as observed by a single station; the hail occurrences 

are increased about tenfold. The result is an increase in the 

hail-thunderstorm ratios although the pattern of the monthly variation 

of the ratio is retained. At Kansas City the annual ratio is 8%, but for 

the State of Iowa it is 42%. The peak monthly ratios at the station are 
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Comparison ~nth tornado distribution 

244. Charts of the annual and monthly distribution of tornado 

days per state are available in the "Preliminary Report on Tornadoes 11 

previously cited. They show the total number of occurrences for the 

(31) 
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63 years from 1880 to 1942, the data having been collected from various 

published sources. In figure 78 the data are summarized in histograms 

that show the monthly variation of tornado frequency per state or 

section. The.New England States (except Maine) are combined i~to one 

histogram as are Maryland, Delaware, and the District of Columbia. 

These exceptions were made because of the small areas of the individual 

members of these sectional units. It is obvious that the totals of 

figure. 166 .reflect not only tornado activity but also the size of the 

area in which the activity was observed. To correct for this, the 

frequencies were divided.by the state or sectional area and new histo­

grams constructed, in figure 79, showing the.monthly variation of the 

total number of tornado days per unit area of 10,000 square miles. 

This unit is a f'raction of the average state area. Only the area of 

New Jersey is exceeded by the unit area, where the tornado frequency 

per unit area theref'ore exceeds the frequency per state. The sectional 

combinations were made to avoid this inconsistency,. In the case of 

Washington, D. c., which has had three tornadoes in the 63-year period 

but has an area of only 70 sq1iare miles, the conversion to tornado 

frequency per lO,JOO-:square-mile area would.have resulted in a terri­

fying value., indeed. Another important correction but one not easily 

applied, is for density of population. The chances of a tornado being 

reported at all vary with: the population density, which itself has 

varied enorniously during the period of record. A population factor 

would increase the theoretical tornado frequencies in.the less popu­

lous states, the factor itself generally increasing toward the western 

part of the United States. The annual and monthly tornado totals used 
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in figures 78 and 79 are also given in tables 17 and 18. The monthly 

tornado totals of table 18 are also charted in figures 80-82, with red 

overprints for the corresponding thunderstorm distributions• 

245. Although the pattern of the monthly variation is naturally 

unchanged in figure 79, the unit-area correction does rearrange the 

frequency ranking of the states. This is best demonstrated by table 19 

in which the states and sections are ranked in the order of annual 

tornado frequency, per state or section in the first column and per 

10,000-square-mile area per state or section in the second column. 

The latter frequency, which is the truer measure of activity, puts 

Iowa rather than Kansas first, drops Texas from 2d to 29th place, an~ 

raises 'Maryland-Delaward-D.C. from 29th to 4th - to cite a few examples. 

Table 20 shows the monthly variations of the ranking by frequene.y per 

unit area for each state or section. 

246. The annual distribution of the tornado frequencies per 

unit area (figure 79) confines the totals over 10 to the area east of 

the Rockies, not including Maine and North Dakota. The maximum values 

extend northwestward from Alabama to Kansas and Iowa, with a center 

over 4o in Alabama and a center over 50 in Kansas and Iowa. There 

are secondary centers of about 35 over the New Jersey and Maryland­

Delaware-D. C. areas and also over South Carolina. · The pattern 

resembles the thunderstorm distribution: (figure 28) in the extension 

of a zone of activity from Alabama toward.Iowa, and the hail distribu­

tion (figure 69) in the approximate location of the midoontinental 

center. 
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Table 17 

TOTAL TORNADO DAYS PER STATE OR SECTION 

(1880-1942) 
" 

J F M A M J J A s 0 N D .Annual 

Alabama 20 29 63 48 18 4 3 0 1 6 9 11 212 
Arizona 0 0 0 0 0 0 0 1 1 0 0 0 2 
Arkansas 6 10 49 29 12 9 2 6 9 18 15 203 
California 2 0 3 5 0 0 1 0 0 1 2 1 15 
Colorado 0 0 0 6 13 14 2 3 0 0 1 0 39 
Florida 5 8 7 15 6 5 5 5 7 5 3 3 74 
Georgia 6 11 35 31 6 8 7 1 3 1 1 5 115 
Idaho 0 0 0 0 1 1 2 0 0 0 0 0 4 
Illinois 1 ·. 2 23 27 4o 27 13 9 12 3 6 0 163 
Indiana 1 3 13 13 23 12 10 11 9 1 0 2 98 
Iowa 0 1 15 36 60 80 43 17 24 13 5 1 295 
Kansas 0 2 20 68 96 97 42 46 29 8 ' 0 413 
Kentucky 4 5 10 3 7 8 3 3 2 2 2 2 51 
Louisiana 9 11 18 20 9 6 4 l 4 9 12 12 115 
Maine 0 0 0 0 .1 1 5 0 1 0 0 0 8 
Md.-Del.-D.C. 0 3 0 2 R 4 12 13 2 2 3 ·o 49 
:Michigan 1 1 2 10 28 19 7 3 12 1 1 0 85 
Minnesota 0 0 2 4 24 35 20 17 9 2 1 0 114 
Mississippi 7 15 39 31 16 4 3 1 2 3 9 12 142 
Missouri · 4 8 20 39 31 27 11 4 14 6 6 1 171 
Montana 0 1 0 1 -5 9 13 6 0 0 2 2 39 
Nebraska 0 0 3 20 44 53 20 8 9 2 1 0 160 
Nevada 0 0 0 0 0 0 0 0 0 0 0 0 0 
New Eng. 
(except Maine) 2 0 0 0 8 4 18 7 9 2 2 1 53 
New Jersey 0 0 2 3 4 6 3 7 2 1 1 0 29 
New Mexico 0 0 1 1 9 6 3 2 1 0 0 0 23 
New York 1 0 1 1 7 18 13 7 8 2 3 0 61 
North Carolina 2 4 10 13 11 9 6 5 1 4 1 3 69 
North Dakota 0 0 0 .1 7 18 20. 9 1 0 0 0 56 
Ohio 3 3 8 14 24 23 18 10 11 2 1 0 117 
Oklahoma 6 5 14 44 53 26 4 5 8 8 8 2 183 
Oregon 0 1 0 2 1 2 0 0 0 1 2 0 9 
Pennsylvania 1 1 1 8 11 19 13 11 2 1 6 0 74 
South Carolina 1 5 18 20 19 12 9 6 8 3 3 3 1Q7 
South Dakota 0 0 0 7 19 41 29 16 9 0 2 0 123 
Tennessee 8 4 26 16 10 9 5 4 2 3 7 2 96 
Texas 15 11 34 77 74 35 24 17 4 12 14 11 328 
Utah 0 0 0 0 1 0 0 1 0 0 0 0 2 
Virginia 1 3 2 6 12 6 10 13 9 1 2 0 65 
Washington 0 0 0 0 2 1 0 0 2 0 0 0 5 
West Virginia 0 0 0 1 4 3 1 1 0 0 0 0 10 
Wisconsin 0 0 2 12 19 29 20 11 12 8 3 0 116 
Wyoming 0 0 0 1 10 15 3 4 0 0 0 0 33 
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J 

Alabama 3.9 
Arizona 0 

·Arkansas 1.1 
California 0.1 
Colorado 0 
Florida 0.8 
Georgia 1.0 
Idaho 0 
Illinois 0.2 
Indiana o.:; 
Iowa 0 
Kansas 0 
Kentuoky 1.0 
Louisiana 1.9 
Maine 0 
:Md-.-Del.-D.c. 0 
Michigan 0.2 
Minnesota 0 
Mississippi 1.; 
Missouri o.6 
Montana 0 
Nebraska 0 
Ne:vada 0 
New En;;. 
(except Maine) 0.6 
Nevi Jersey 0 
New Mexico 0 
New York 0.2 
North Carolina 0.4 
North Dakota 0 
Ohio 0.7 
Oklahoma 0.9 
Oregon 0 

. Pennsylvania. 0.2 
South Ca.ro1:i:na o.} 
South Dakota 0 
Tennessee 1.9 
Texas 0.6 
Utah 0 
Virg:i:nia 0.2 
Washington 0 
West Virginia 0 
Wisconsin 0 
WyOill :i:ng 0 

Table 18 

TOTAL TORNADO DAYS Pim 10,000-SQUARE-:MILE AREA 
PER STATE OR SECTION 

(1880-l9q2) 

F M A M J J A s 

5.6 12.2 9.3 3.5 0.8 . o.6 0 0.2 
0 0 0 0 0 0 0.1 ,-0.1, 
1.9 7.2 9.2 5.5 2.3 1.7 0.4 1.1 
0 0.2 0.3 0 0 o.1 · 0 0 
0 0 o.6 1.2 1.3 o.2 o.:; 0 
1.4 1.2 2.6 1.0 o.a 0.8 0.8 1.2 
1.9 5.9 5.3 1.0 1.4 1.2 o.2 0.5 
0 0 0 o.1 0.1 0.2 0 0 
o.4 4.1 4.8 7.1 4.8 2.3 1.6 2.1 
0.8 3.6 ;.6 6.:; ;.:; 2.8 ;.o ,3.5 
0.2 2.7 6.4 10.7 J.4.2 7.6 3.o 4.3 
0.2 2.4 a.:; 11.7 11.8 5.1 5.6 3.5 
1.2 2.5 0.7 1.7 2.0 0.7 0.7 0.5 
2.3 3.7 4.1 1.9 1.2 o.a 0.2 o.a 
0 0 0 o.:; o.3 1.5 0 0.3 
2.4 0 1.6 6.; 3.2 9.4 10.2 1.6 
0.2 0.3 1.7 4.8 3.3 1.2 0.5 2.1 

·o o.2 0.5 2.8 4.2 2.4 2.0 1.1 
,3.1 8.2 6.5 3.4 0.8 o.6 o.2 o.4 
1.2 2.9 5.6 4.4 3.9 1.6 0.6. 2.0 
0.1 0 0.1 0.3 0.6 0.9 0.4 0 
0 0.4 2.6 5.7 6.9 2.6 1.0 1.2 
0 0 0 0 0 0 0 0 

0 0 0 2.4 1.2 5.4 2.1 2.7 
0 2.6 ;.a ;.1 7·7 ;.a 9.0 2~6 
0 0.1 0.1 0.7 o.; 0.2 0.2 O.l 
0 0.2 0.2 1.4 ;.6 2.6 1.4 1.6 
o.a 1.9 2.5 2.1 1.7 1.1 1.0 0.2 
0 0 0.1 1.0 2.5 2.8 1.3 0.1 
0.7 1.9 3.4 5.8 5.6 4.4 2.4 2.7 
0.7 2.0 6.; 7.6 3·7 o.6 0.7 1.2 
0.1 0 0.2 o.1 0.2 0 0 0 
o.2 o.e 1.8 2.4 4.2 2.9 2.4 0.4 
1.6 5.8 6.4 6.1 .?.9 2.9 1.9 2.6 
0 0 0.9 2.5 5·3 :;.s 2.1 1.2 
1.0 6.2 ;.8 2.4 2.1 1.2 1.0 o.; 
0.4 1.3 2.9 2.8 1 • .? 0.9 0.6 0.2 
0 0 0 o.l 0 0 0.1 0 
0.7 0.5 1.5 2.9 1.5 2.4 3.2 2.2 
0 0 0 0.3 0.2 0 0 0.3 
0 0 0.4 1.6 1.2 0.4 0.4 0 
0 0.4 2.1 3.4 5.2 3.6 2.0 2.1 
0 0 0.1 1.0 1.5 0.3 o.4 · 0 

0 N D Annual 

1.2 1.7 2.1 41.1 
0 0 0 0.2 
1.7 3.4 2.8 38.2 
0.1 0.1 0.1 0.9 
0 0.1 0 3·7 
o.a 0.5 0.5 12.6 
0.2 0.2 o.e 19.5 
0 0 0 0.5 
0.5 1.1 0 28.9 
o.:; 0 0.6 28.0 
2.:; 0.9 0.2 52.4 
1.0 o.6 0 50.2 
0.5 0.5 0.5 12.6 
1.9 2.5 2.5 23.7 
0 0 0 2.4 
1.6 2.4 0 38.6 .. 0.2 0.2 0 14.6 
0.2 0.1 0 13.6 
o.6 1.9 2.5 29.8 
0.9 0.9 o.1 24.5 
0 0.1 0.1 2.6 
o.; 0.1 0 20.7 
0 0 0 0 

o.6 0.6 o.3 15.9 
1.3 1.3 0 37.2 
0 0 0 1.9 
o.4 0.6 0 12.3 
o.a 0.2 o.6 13.1 
0 0 0 1·9 o.; o.2 0 28.4 
1.2 1.2 o.; 26.3 
0.1 0.2 0 0.9 
o.2 1.3 0 16.; 
1.0 1.0 1.0 34.4 
0 0.,? 0 16.0 
0.7 1.7 0.5 22.8 
0.4 0.5 0.4 12.3 
0 0 0 0.2 
0.2 0.5 0 15.9 
0 0 0 0.7 
0 0 0 4.1 
1.4 0.5 0 20.6 
0 0 0 ;.4 

,. 
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Table 19 

RANKING OF STATES OR SECTIONS 
IN DESCENDING ORDER OF ANNUAL TORNADO FREQUENCY 

.. 
(1880-1942) 

Rank Per State or Section Rank Per 10, 000-Sq. -Mi. Area 

1 Kansas 1 Iowa 
2 Texas 2 Kansas 
3 Iowa 3 Alabama 
4 Alabama 4 Md.-Del.-D.c. 
5 Arkansas 5 Arkansas 
6 Oklahoma 6 New Jersey 
7 Missouri 7 South Carolina 
8 Illinois 8 Mississippi 
9 Nebraska 9 Illinois 

10 Mississippi 10 Ohio 
11 South Dakota 11 Indiana 
12 Ohio 12 Oklahoma 
13 Wisconsin 13 Missouri 
14 Georgia 14 Louisiana 
14 Louisiana 15 Tennessee 

C· 16 Minnesota 16 Nebraska 
17 South Carolina 17 Wisconsin 
18 Indiana 18 Georgia 
19 Tennessee 19 Pennsylvania 
20 Michigan 20 South Dakota 
21 Florida 21 Virginia 
21 Pennsylvania 22 New England (except Maine 
23 North Carolina 23 Michigan 
24 Virginia 24 Minnesota 
25 New York 25 North CarOlina 
26 North Dakota 26 Florida 
27 New England. (except Maine) 27 Kentucky 
28 Kentucky 28 New York 
29 Md • .;.De 1. -D. C. 29 Texas 
30 Colorado 30 North Dakota 
30 Montana 31 West Virginia 
32 ·Wyoming 32 Colorado 
33 New Jersey 33 Wyoming 
34 New Mexico 34 Montana 

¥ 35 California 35 Maine 
36 West Virginia 36 New Mexico 
37 .Oregon 37 California 
38 Maine 38 Oregon 
39 Washington 39 Washington 
40 Idaho 40 Idaho 
41 Arizona 41 Utah 
41 Utah 42 Arizona 
43 Nevada 43 Nevada 
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Table 20 
,.;,_; 

MONTHLY VARIATION OF STATE OR SECTION RANK C:. 

BY TORl.ifADO FREQU.ElWY FER 10,000-SQUliRE-HITLE .AREA 
-

(1880-19~) ... 
" 

J F M A M J J A s 0 N D .Annual 

Alabama 1 1 1 1 14 33 31 * 29. 7 5 4 3 
Arizona * * * * * * * 36 33 * * * ~ 
Arkansas 5 6 3 2 10 19 18 '29 19 3 1 1 5 
California 21 * 27 30 * * 38 * * 30 30 18 37 
Colorado * * * 27 29 26 37 30 * * 32 * 32 
Florida 9 8 19 18 30 31 27 20 15 12 19 9 26 
Georgia 6 5 5 9 32 25 22 33 22 27 26 6 18 
Idaho * * * * 38 39 35 * * * * * 40 
Illinois 19 18 7 10 4 8 17 14 10 17 10 * 9 
Indiana 16 12 9 14 5 15 12 5 3. 22 * 8 11 
Iowa * 21 11 6 2 1 2 6 1 1 12 15 1 
Kansas * 19 14 3 1 2 4 3 2 9 14 * 2 
Kentucky 7 9 13 -26 26 21 29 21 23 18 20 10 27 
Louisiana 3 4 8 11 25 29 28 32 21 2 2 3 14 
Maine * * * * 36 36 20 * 27 * * * 35 
Md.-Del.-D.c. * 3 * 23 6 17 1. 1 14 4 3 * 4 
Michigan 20 22 23 22 12 16 21 25 11 28 27 * 23 ·=-

Minnesota * * 24 28 18 10 16 11 20 25 31 * 24 
Mississippi 4 2 2 4 16 32 30 31 26 15 4 2 8 
Missouri 12 10 10 8 13 11 19 24 12 11 13 16 13 
:Montana * 24 * 36 35 34 26 28 * * 28 17 34 
Nebraska * * 21 17 9 4 14 17 17 23 29 * 16 
Nevada * * -·- * * * * * * * * * 43 ~ 

New Eng. 
(except Maine) 11 * * * 22 30 3 9 4 16 16 13 22 
New Jersey * * 12 12 11 3 6 2 7 6 8 * 6 
New Mexico * * 28 35 34 35 36 34 34 * * * 36 
New York * * 26 32 28 14 13 15 13 21 15 * 28 
North Carolina 14 13 17 19 24 22 24 18 30 13 25 7 25 
North Dakota * * * 33 33 18 11 16 32 * * * 30 
Ohio 10 15 16 15 8 5 5 8 5 19 23 * 10 
Oklahoma 8 16 15 7 3 13 32 22 18 8 9 14 12 
Oregon * 23 * 31 4o 37 * * * 29 24. * 38 
Pennsylvania 18 20 25 21 21 9 10 7 25 26 7 * 19 
South Carolina 15 7 6 5 7 12 9 13 6 10 11 5 7 ~ 

South Dakota * * * 25 20 6 7 10 16 * 22 * 20 
Tennessee 2 11 4 13 23 20 23 19 24 14 6 11 15 
Texas 13 17 18 16 19 27 25 23 31 20 18 12 29 
Utah * * * * 39 * * 35 * * * * 41 
Virginia 17 14 20 24 17 24 15 4 8 24 21 * 21 
Washington * * * * 37 38 * * 28 * * * 39 
West Virginia * * * 29 27 28 33 26 * * * * 31 
Wisconsin * 22 20 15 7 8 12 9 5 17 * 17 
Wyoming * * * 34 31 23 34 27 * * * * 33 

* No occurrences, tied for last place with other states or sections. 
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247. In January. (figure 80) the center of tornado occurrence is 

Alabama, where there are about four occurrences (per unit area) during 

the period. The area of any occurrence at all slightly exceeds the 

area included within the 1-day isoceraunic on the west and north and 

also includes all the Atlantic States but Maine. Except in New England 

and New York, vvhere there have been no occurrences in February, the 

principal tornado occurrence area is slightly expanded in February 

(figure 80). Alabama remains the center, with a value of 5.6. In 

the region surrounding Alabama there is a resemblance to the hail 

(figure 70) and thunderstorm centers but the tornado center is farther. 

east .in both cases. The Alabama center grows to 12.2 in March, (figure 

80) with similar increases elsewhere, and its relation to both hail 

(figure 70) and thunderstorm centers is still about the same. By April 

(figure 80) Alabama's frequency has fallen to 9.3, which is now rivaled 

by the 9.2 value in Arkansas and 8.3 in Kansas. It is interesting to 

note that Mississippi falls from 8.2 to 6.5 from March to April ... an 

indication of the passing of the maximum center through the state. In 

April Arkansas the thunderstorm center, just east of the hail center 

in Oklahoma (figure 70). 

248. By May (figure 81) t~ere are decreases in the tornado fr:e­

quency in all the Gulf States and also northward to Arkansas, Missouri, 

and Tennessee. The new center then is Kansas, with a value of 11.7, 

and Iowa is next with 10.7. Separated .from this region by a zone of· 

two occurrences per unit area paralleling the Appalachian Ridges, is 

a .distinct secondary development with m~imum value.s of' 6.3 in Maryland­

Delaware-D.C. and 5.1 in New Jersey. In the region of the primary 
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maximum there is an overlapping of the thunderstorm, hail (figure 71), 

and tornado centers. By June (figure 81) ·the increases in tornado 

frequency are confined mostly to the states north of the Potomac, Ohio, 

and Missouri Valleys but also include the Plains and Mountain States 

from Kansas and Colorado northward. The June maximum center .is Iowa, 

with a value of 2. The eastern center is 7.7 in New Jersey. There 

is little resemblance now to thunderstorm pattern., and the chief 

resemblance to the hail pattern (figure 71) is a progression of 

activity northward with diminishing activity behind. July (figure 81) 

shows diminution of tornado activity throughout except in North Dakota 

and Montana in the West and in New England and lVIaryland-Delaware-D.C. 

in the East. Iowa is still the maximum in its region with a value of 

7 .6, but the ~ffaryland-Delaware-D.C. center is the highest with 9.4. 

The latter center is also maintained in August (figure 81) with a 

value of 10.2 but elsewhere there is a continued diminution of activity, 

the Iowa center retreating temporarily to Kansas where its value becomes 

5.6. Alabama shows occurrences at all in August, the only month of 

the year when this is true. 

249. It is only by September (i'igu~e 82) that tornado frequencies 

begin to increase again in the region west of the Appalachians, at which 

Iowa is again the maximum state with a value of l+.3. The Atlantic 

Coast maximum is again eliminated except by contrast with the .area of 

minimum occurrence paralleling the Appalachian Highlands. is during 

these months - June through SeptE>mber - that the most suggestive paral­

lelism between the hail (figures 71 and 72) and tornado patterns can be 

fou!ld• Both have shovm decreas:ing activity and their midcontinental 
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centers have both been located approximately over Kansas and Iowa. 

The thunderstorm charts have also shown a small secondary center in 

the region of Missouri during the period but,. except for September, 

the tendency has been toward an over-all increase of activity. In 

October (figure 82) Iowa continues to have the maximum tornado value 

(2.3) but growing activity near the Gulf minimizes ite importance. 

By November (figure 82) Arkansas is highest with a 3.4 value. Arkansas 

is still the leading state in December (figure 82) but with a value of 

only 2.8 against 2.5 for both Louisiana and Mississippi. By January 

(figure 80) it is thus not strange to find Alabama again in the lead. 

There is a roughly parallel retreat southward of both the hail 

(figure 72) and thunderstorm activity during this period. 

The maximum thunderstorm month 

250. It has already been noted that July is the month of maxi­

mum thunderstorm activity over the United States. However, even a 

casual inspection of the figures showing the monthly variation in 

frequency of thunderstorm days indicates a variation of the maximum 

month. In an effort to define this variation, if possible, the chart 

showing the months of the maximum average number of thunderstorm days 

(figure 83) was constructed. The pattern is definite; no smoothing 

was needed to separate the different months of maximum occurrence. 

When averages to whole days were used to determine the maximum month, 

the extent of the area included seemed to justify a delineation of 

the region where June and July are equally possible maxima; but use of 

averages to tenths of days eliminated this area. It is possible that 
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the August area near Key West should also hug the Gulf Coast of Florida 

since many of the coastal stations had.a secondary maximum in August 

or even an equal maximum when averages to whole days were considered. 

251. The result still shows July to be the dominant month, 

closely followed by June, in area covered. The actual maximum values 

in the July and August regions are the highest, however, as can be 

verified by consulting the monthly charts (figures 29-31), or the 

monthly variation chart (figure 27). 

252. There is the same evidence of the progression of thunder­

storm activity previously indicated: a movement from central Texas 

in May northward through the Mississippi Valley with branching east-

ward and westward, followed by a return southward approximately along 

the Appalachian and Rocky Mountain Divides. Even a fin~l return to 

Te:x:as might be deduced from the small September area near Brow:r.tsville 

and Corpus Christi. The transition from low to high pressure. 

10,000 feet over Texas, with the gradual progression northward and 

expansion of the high-level anticyclone in the fQllowing months, 

has already been adduced as a possib explanation (po.ragraphG 151..,L~). 

On the West Coast the maximum month moves southward with the south­

ward retreat of the Pacific High and the cyclonic activity on its 

north side. 

253. A com paris on of s chart with one showing the months 

of maximum rainfall (also figure 83) was an obvious next step. All 

months having average rainfall within 0.20 inch of the maximum value 

were considered and where two or more were thus the 11maximum months 11
, 

the dividing lines were dravm to favor continuity of area. It was 



:, 

177 

not surpris to find important areas where the thunderstorm season 

did not include the month of maximum rainfall. The widest departures 

from the thunderstorm pattern are in the vicinity of the lower 

Mississippi, the lower Ohio, and the Tennessee Valleys; in the Lake 

region; and along the New England Coast. Otherwise, ~he May-June 

maximum-rain areas were expanded mostly at the expense of the July 

maximum-thunderstorm area. Between the Mississippi and the Rockies, 

the May and June areas are particularly well defined and the chart 

shows that June is the month when largest area has its maximum 

month of rainfall. There is no clear sequence of rainfall maxima 

comparable to the sequence of thunderstorm maxima. 

254. A further comparison was made with a chart (not shown) 

of the maximum months of rainfall chosen from the season of maximum 

thunderstorm activity, i.e., Jl!fay, June, July, and August. Similarity 

to the thunderstorm chart is, of course, greater. The western spring 

and winter maximum months are all replaced by Wmy. In the central 

region they are replaced by May and part by July. May also replaces 

September in this region. On the New England Coast August replaces 

January, February, and March. 

255. The distribution of the maximum hail month is also 

in figure 83. As indicated in previous sections, it generally pre­

cedes the maximum thunderstorm month but there is a similar progression 

outvffird in time - from April in the Gulf States in this case, rather 

than from May in The chart is most comparable to the chart of 

the distribution of the maximum tornado months in the same figure. 

In the latter case, since the occurrences are within a state rather 



than a point, the dividing are simply smoothed state boundaries. 

In the close relation between tornado and hail occurrences is 

apparent. 

Diurnal variation of thunderstorm frequency 

256. From basic data gathered by W. Ro Gregg, former Chief of 

the Weather Bureau, available in manuscript form and thoughtfully 

suggested to the Hy~rometeorological Section by L. P. Harrison of the 

Bureau, it was possible to make a more detailed study of the diurnal 

variations of thunderstorm frequency in the United States than had 

ever before been accomplished. There had been many earlier observa-
P' 

tions of such a variation but none had been areally defined except 

in the recent "Airway Meteorological Atlas for the United States 11 (34), 

which is based on a shorter period of record (though probably a better 

one) and on a lesser number of stations. Nevertheless, the latt~r 

shows no appreciable conflict the results of the analysis of the 

data. Other observations of the variation have been mostly 

qualitative or based on single-station records. 

257. The period of the data is from 1906 through 1925. 

The data were gathered from,l92 stations in the United States, some 

of which have shorter periods of record, varying from 7 to 19 years. 

The shorter periods of record are indicated on the appropriate charts 

and also in table 21, which summarizes the data. The hour thunder-

storm occurrence in these data is the hour of beginning, defined as 

the hour in which thunder is first heard. Gregg made separate tabula-

tions of occurrences recorded only as DNA (during a.m. hours of 
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Table 21 
DIURNAL VARIATION OF THUNDERS1'0RJ( FREQUENCY 

(PERIOD: 1906-1925) 

Station 
and Yeara 00-06 06-12 12-18 

{> of' Reoord Seaaon .1L L ::E._ .1L ::&::: L .1L L L ~· 

Abilene, w 11 26.8 0.6 10 24.4 o.s 9 22.0 0.5 11 26.8 0.6 41 
Texas Sp 11 22.9 3.9 51 16.4 2.8 99 31.9 5.4 90 29.0 4.9 311 
(20) Su 61 16.1 3.3 39 10.3 2.1 186 49.1 10.1 93 24.6 5.0 379 

A 31 20.1 1.7 29 18,8 1.6 59 38.3 5.2 35 22.7 1.9 154 
174 19.7 2.4 129 14,6 1.6 355 39.9 4.8 229 25.9 3.1 885 

Albany, w 3 42.8 0,2 1 14.3 0.1 2 28.6 0.1 1 14.3 0.1 7 
New York Sp 21 15.7 1.1 12 8.9 o.s 61 45.5 S.3 40 29.8 2.2 134 
(20) Su 46 10.2 2.5 48 10.7 2.6 238 53.0 12.9 117 26.0 6.4 449 

A 15 16.5 0.8 7 7.7 0.4 35 38.5 1.9 34 37.4 1,9 91 
85 12.5 1.2 68 10,0 0.9 336 49 •. 3 4.6 192 28.2 2.6 681 

Alpena., w 2 50.0 0,1 0 0 0 0 0 0 2 50.0 0,1 4 
Hiohigan Sp 32 20.5 1.7 32 20.5 1~1 5o 32,0 2.7 42 26.9 2.3 156 
(20) Su 45 11.6 2.4 93 24,0 5,0 172 44.4 9.3 77 19,9 4.2 387 

A so 26.3 1.6 12 10.5 0.1 49 43.0 2.7 23 20.2 1.3 114 
109 16.5 1.5 137 20.7 1.9 271 40.9 3.7 144 21.7 2.0 661 

Amarillo, Tf 1 12.5 0,1 2 25.0 0.1 1 12.5 0.1 4 50,0 0.2 a 
T~ns Sp 14 7.3 o.a 17 8,8 0.9 18 40.4 4.2 84 43.5 4.6 193 
(20) Su 40 9,7 2.2 18 4.4 1,0 190 46.2 10.3 154 39.9 8.9 412 

A 23 16.5 1.3 11 7,9 o.s 64 46.0 3.5 41 29.5 2.2 159 
78 10.4 1.1 48 6,4 s.6 333 . 44.3 4.6 293 39.0 4.0 752 

AnnUton, w 17 20.0 0,9 22 25.9 1.2 26 30,6· 1.4 20 23.5 1.1 85 
Alabllll!a Sp 48 13,5 2.6 80 22.6 4.3 157 44.3 8.5 69 19.5 3.7 354 
(20) Su 47 5.3 2.6 167 18.7 9.1 551 61.7 29,9 128. 14.3 7,0 893 

A l4 7.1 0.8 39 19,7 2.1 115 58.1 6.5 30 15.2 1.6 198 

" 
126 8.2 1.7 308 20.1 4•2 849 55.5 11.6 247 16.2 3.4 1530 

Ash~ville, w 6 26.1 0.3 4 17.4 0.2 9 39.1 0.5 4 17.4 0.2 23 
North Sp 32 13.2 1.7 30 12.4 1.6 132 54.4 7.2 49 20.2 2.7 243 
Carolina Su 31 4.4 1.7 55 7.8 :;.o 539 76.0 29.3 83 11.8 4.5 708 
(20) A 8 5.4 0.4 6 4.1 0.3 110 74.4 6,0 24 16,2 1.5 148 

71 6.9 1.1 95 8.5 1.5 790 70.3 10.8 160 14.2 2.2 11;:2 
Atl!Ulta, w 7 15.2 0.4 17 57 .o 0.9 11 23.9 0.6 11 23.9 0.6 46 
Georgia. Sp 50 17.1 2,7 45 15.4 2.4 141 48.2 7.7 56 19.2 3.0 292 
(;w) Su 5 0.7 0.3 99 13.3 5.4 521 69.8 28.3 122 16.3 6.6 747 

A 6 4.4 o.s 24 17.4 1.3 82 69.4 4.5 26 18,8 1.4 136 
68 5,6 0.9 185 15.1 2.5 755 61.8 10.3 215 17.6 2.9 .1223 

Atlantic w 5 31.2 0.3 2 12.5 0.1 2 12.5 0.1 7 43.6 0.4 16 
City; Sp 20 14.7 1.1 17 12.5 0,9 43 31.6 2.S 56 41.2 3.0 136 
New. Jersey Su 53 15.8 3.4 46 11.5 2.5 151 37.8 8.2 35.0 7.5 400 
(20) A 14 15.9 o.s 15 17.0 o.s 22 25.0 1.2 57 42.0 2.0 88 

102 15,9 1.4 80 12.5 1.1 218 34.0 3.0 240 37.5 3.3 640 
Augusta, w 4 7.7 0.2 10 19.1 0,6 20 58.5 1.1 18 34.6 1,0 52 
Georgia Sp 26 12.4 1.4 37 17.7 2.0 90 43.0 4.9 56 26.8 3.0 209 
(20) Su 16 2.5 0.9 44 6.9 2.4 429 67.7 23.3 144 22.1 7.8 633 

A 11 8,5 0.6 6 4.6 0.3 80 61.5 4.4 53 25.4 1.8 130 
57 5.7 0,8 97 9.5 1.3 619 60.6 8.5 251 24.5 3.4 1024 

Ba.ke,., w 0 0 0 0 0 0 0 0 0 0 0 0 0 
Oregon. Sp l 2.7 . 0.1 3 8.1 0.2 29 78.4 2.1 4 10.8 o.s 37 
(15) Su 12 6.2 0.9 31 16.1 2.2 114 59.1 8.3 36 18.6 2.6 193 

A 2 7.1 0,2 3 10.7 0.2 18 64.3 1.3 6 17.9 0.4 28 
15 5,8 0.3 37 14.4 0.7 161 62.5 2.9 45 17.4 0,8 256 

Baltimore, Vi 6 :31.6 0.3 2 10.5 0.1 4 21.0 0.2 7 36,8 0.4 l9 
Maryland Sp 23 11.7 1.2 10 5.1 0.6 87 44.4 4.7 76 38.8 4.1 196 
(20) Su 47 a.6 2.6 31 5.7 1.7 291 53.4 15,8 176 32.3 9.6 545 

A 6 10.3 0.4 5 7.7 0.3 31 39.7 1,7 33 42.3 1.8 78 
84 10.0 1.2 49 5.8 6,7 413 49.3 5.6 292 34.8 4.0 1:138 

Binghamton, w 0 0 0 0 0 .o 5 62.5 0.3 3 37.5 0.2 8 
New York Sp 14 8.3 0,8 14 8.3 0,8 80 47.6 4.4 60 35.7 3.3 168 
(20} Su 33 s.s 1.8 42 8,5 2.3 292 58.8 15.9 130 26.2 7.1 .497 

A 13 12.3 0.1 14 13.2 o.s 54 51.0 3.0 26 23.6 1.4 106 
60 7.7 o.s 70 9.0 1.0 431 55.3 6.0 218 28,0 3.0 779 

Birminghe~~~, w 26 28.0. 1.4 18 19.4 l.O 24 25.8 1.3 25 26.9 1.4 93 
Alabama Sp 66 17.8 3.6 85 23.0 4.6 140 37.8 7.6 '1'9 21.3 4.3· 370 
(20) Su 44 5.1 2.4 151 17.4 8.2 556 54.1 30.2 116 13,4 6.3 867 

A 24 11.2 1,3 34 15.9 1.9 128 59.8 7.0 28 1s.r 1.5 214 
160 10.4 2.2 288 18.7 3.9 .848 55.0 11.6 248 16.1 3.4 1544 

Bismarok, w 0 0 0 0 0 0 0 0 0 0 0 0 0 
North Sp 19 17.6 1.0 13 12.0 0,7 42 38.9 2.3 34 31.5 1.8 108 
Dakota. Su 93 18.9 s.o. 84 17.1 4.6 157 ;51.9 s.s 158 32.1 6.6 492 
(20) A 16 19,3 0.9 19 22.9 1.0 31 37.4 1.7 17 20.5 0.9 83 

128 18.7 1.8 116 17.0 1.6 230 33,7 3.1 209 30.6 2.9 663 

Tf = Winter (Deo,,Ja.n,,Feb,) N = Number of' thunderstorm beginnings. 
Sp = Spring (Mar.,Apr.,Ma.y) %F= Frequency, %o.t':>:l! 
Su Summer (June, July,Aug.) f.P = ProbabilitY,% of total periods. 
A Autumn (Sept.,Oot;,Nov.) 
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Tabla 21 (Contd) 

Station 
and Years 00-06 06-12 
of' Reeord Season w -· -~:- f.P w· %F 

B1oek VI 1 8.4 0.1 5 41.7 o.s 1 8,4 o.l 5 41.7 0.3 12 
Island, Sp 26 25.7 1,4 19 18.8 l.O 25 24.7 1,4 31 30.7 1.7 101 "' Rhode Su 40 19,0 2.2 40 19.0 2.2 69 32.9 s.s 61 29.1 3.3 210 
Island A 16 26.2 0,9 7 11,5 0.4 21 34,4 1.2 17 27.9 0,9 61. 
(?0) 83 21.6 1.1 71 18.5 1.0 116 30,2 1.6 114 29.7 1,6 384 
Roise, w 0 0 0 1 10.0 0,1 6 60.0 0~3 3 30.0 0.2 10 
Ide.ho Sp 9 7.7 0.5 10 8,6 0.5 66 56.4 3.6 32 27.4 1.7 117 
(20) Su 27 11.2 1.5 lS 7.4 1.0 1.09 45.0 5.9 88 36.3 4.8 242 

A 12 17.9 0.7 8 11,9 0.4 25 37.3 1.4 22 32.8 1.2 67 
48 n.o 0.7 37 8,5 0.5 206 . 47.2 2.8 145 33.2 2.0 436 

Boston, w 2 25.0 0.1 2 25.0 o.l 1 12.5 o.l 3 :w.s 0.2 8 
)£assachu-, Sp 14 17.5 0.8 10 12.5 0.5 25 31.2 1.4 31 38.8 1,7 80 
setts Su 28 11.0 1.5 27 10.6 1.5 139 54.7 ?.5 60 23.6 3.3 254 
(20) A 17 29.8 0.9 3 . 5,3 0.2 21 36,9 1,2 16 28,1 0.9 57 

61 15.3 o.e 42 10.5 0.6 186 46.6 2.5 110 27.6 1.5 399 
Broken w 4 23.5 0.6 5 •29.4 o.s s 17.6 '0,5 5 29.4 0.8 17 
Arrows Sp 46 25,3 7.1 40 22.0 6.2 58 31.8 11.0 38 20.9 5.9 182 
Oklahoma Su 52 23.2 8.1 55 24.5 8.5 82 36.6 12,7 35 15,6 5.4 224 
(7) A 22 23.9 3.4 21 22.8 3.2 25 27.2 3,9 24 26.1 3.7 92 

124 24.1 4.8 121 23.5 4.7 168 32,6 6.6 102 19,8 4.0 515 
Buffalo, w 3 17.6 0.2 2 11.8 0,1 5 29.4 0.3 7 41.2 0.4 17 
New York Sp 33 17.8 1.8 27 14.5 1.5 60 32.5 3.3 66 35.5 s.s 186 
(20) Su 83 16.1 4.5 74 16.1 4.0 159 :34.7 8.6 142 :n.o 7. 7 458 

A 26 20.6 1.4 15 11.9 o.s 39 31.0 1.6 46 36.5 2.5 126 
145 18.4 z.o 118 15.0 1.6 263 33.4 3.6 261 33.1 3,6 787 

, Burlington, Vi 1 Z5.0 0.1 0 o.o o.o 3 75.0 0.2 0 o.o o.o 4 
VerJnont Sp 10 8.7 0.5 17 14.8 0.9 63 54.7 3.4 25 21.7 1.4 115 
(20) Su 51 10.4 2.8 82 16.7 4.5 251 51.0 13.6 108 22.0 5,9 492 

A 12 11.9 0,7 23 22.8 1.3 49 48.5 2.7 17 16.8 0,9 101 0' 

74 10.4 1.0 122 .1 1,7 366 51.4 5.0 150 21.1 2.1 712 
Cairo;t w 26 27.1 1,4 16 0.9 25 26,0 1.4 29 30.2 1.6 96 
Illinois Sp 76 17,9 4,1 78 18.3 4.2 150 55.2 8.1 122 28.7 6,6 426 
(20) Su . 90 12,9 4.9 117 16.7 6.4 339 46,5 is .4 152 21.7 8.2 698 

A 37 17 .o 2.0 33 15.1 1.8 85 39,Q 4.7 63 28.9 3.5 218 
229 15.9 3.1 244 17 .o 3.3 sss 41.6 . 8.2 366 25.4 5.0 1438 

Canton, w 4 66.7 o.2 1 16.7 o.1 1 16.7 o.1 0 0 0 6 
llaw York Sp 21 21.2 l.l 13 13.1 0.7 42 42.4 2.3 23 23.2 1,2 99 
(20) Su 55 17.2 3.0 58 18.1 3.2 149 46.5 8.1 59 18,4 3.2 321 

A 15 16.3 0.8 24 26.1 1.3 34 37.0 1.9 19 20.7 1,0 92 
95 16.5 1.3 96 18,5 1.3 226 43.6 3.1 101 19.5 1.4 518 

Cape liE)nry, w 6 27.3 0.3 5 22.7 0.3 7 ;n.a 0,4 4 18.2 0,2 22 
Virginia Sp 34 13,7 1,8 27 10,9 1.5 98 39,5 5.3 89 35.9 4.8 248 
(20) Su 62 10,9 3.4 43 7.6 2.3 305 53.6 16.6 159 27.9 8,6 569 

A 7 7.5 0.4 11 11.8 0,6 49 52.7 2.7 26 28.0 1,4 93 
109 11,7 1.5 .86 9.2 1.2 459 49.2 6.3 278 29.8 3.8 932 

Charles w 2 40.0 0.1 2 40.0 o.1 1 20,0 0.1 0 0 0 5 
City, Sp 44 18.6 2.4 36 15.2 z.o 79 33,3 4.3 78 32.9 4.2 237 
I<:>l..a Su 118 22.5 6.4 87 16.6 4.7 166 :n.s 9.0 154 29.3 8,4 525 
(20) A 36 23.4 2.0 29 18.8 1.6 4l 26.6 2.2 48 31.2 2.6 154 

200 21.7 2.7 154 2.1 287 31,2 3.9 30.4 3.8 921 
Char 1estoJ1, w 9 20.4 0.5 5 0.3 13 29.5 0.7 38.6 0,9 44' 
South Sp 34 14.3 1;a 40 16.9 2.2 102 43.0 5,5 61 25.7 3.3 237 
Carolina Su 72 9.2 3.9 140 17.8 7.6 420 53,5 22.8 153 19,5 8.3 785 
(20) A 26 15.1 1.4 37 21,5 2.0 80 46.5 4.4 29 16.8 1,6 172 

141 11.4 1.9 222 17.9 3,1 615 49.7 8.4 260 21.0 3,6 1238 
Charlotte, w 5 19.2 0.3 9 34.6 0.6 7 26.9 0.4 5 19.2 0.3 26 
North Sp 27 11.6 1.6 36 15.4 2.2 89 42.5 6.0 71 30.5 4.3 233 
Carolina Su 2u 4.0 1.5 28 4.5 1,7 366 22.2 210 33.4 12.7 629 
(20) II. 7 6,4 0.4 8 ?.3 0.5 52 3.2 <03 39.1. 2.6 110 

64 6.4 l,O 81 8.1 1.2 524 s.o 329 32.9 5,0 998 
Ghatto.nooga, 1'f 2'l 40.7 1.3 6 10.2 C.3 11 o.s lS 2So4 O.•J 59 
T6nnessee Sp 66 20.0 3.6 48 14.8 2,7 137 41.5 7.4 78 23,6 4,2 330 
(20) Su 60 7.4 3.3 159 19.5 8.6 452 55.5 24.5 143 17.6 7.8 814 

A 11 7,7 o.8 36 1'1.9 2.0 10f• 58.0 5 .. 8 26 14 .4 1,4 181 
164 ll,R 2.2 250 18.1 3.4 708 ~~, , 

.... ...~. .. 9.7 262 18.9 3.6 1384 •i) 

Cheyenrie, ;v 0 0 0 0 0 0 0 0 0 0 0 0 0 
''.Yominr; Sp 8 4.1 o.;;, 19 9.8 1.0 125 64,8 6.8 41 21.2 2.2 193 
(20) SU' 14 1.7 o.a 81 9,7 4,4 585 70.4 :n.s 151 18.1 8.2 831 

A 3 2.1 0.2 9 6,2 0.5 96 66.2 5.3 37 25.5 2.0 145 
25 2.1 0,3 109 9.4 1.5 806 69,3 n.o 229 19.7 3,1 1169 

Chicago, w 5 22 ,'1 0.3 4 18.2 0.2 8 36,4 0.4 5 22.7 0.3 22 
Illinois Sp 47 17.7 2.6 42 15.8 2.3 88 33,1 4.8 89 33,5 4.8 266 
(20) Su 97 20.4 5.3 n 15,3 4.0 175 36.8 9.5 131 27.5 7.1 476 

A 41 27.1 2.2 21 13.9 1.2 45 29.8 2.5 44 29.1 2.4 151 
190 20.8 2.6 140 15.3 1.9 316 34.6 4.3 269 29.4 3.7 915 

VI= Winter (Dec.,Jan.,Feb.) .N c Humber of' thunderstorm beginnings. 
Sp = Spring fMar.,Apr.,May) %F ~ FraqU,ency, % of :>;N 
Su Stml!!!.er June, July ,i1.ug,. 7~ = Probability, % of' total periods. 
A =Autumn Sept.,Oct.,Nov.j 
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Table 21 (eontd) 

Station 
and Years oo,..o6 06-12 12-18 15-24 
of Reeord ~ ...!.... ifF '6 ...!.... L %!' N %F iA' N ifF '6 ..B!.. 
Cincinnati lr 8 19.0 0.4 6 14.3 o.:; 15 .?5.7 o.8 13 31.0 0.7 42 
Ohio Sp 61 14-7 }.3 71 17 .l 3.9 170 41.0 9.2 llj Z{.2 6.1 415 
(20) Su 92 11,0 5.o 119 14..? 6.5 424 50.9 2}.0 200 24.0 10.9 835 

A 46 22~5 2.5 38 18.6 2.1 76 37.2 4.2 44 21,6 <?.4 204 
207 u.s 2.8 234 15.6 3.2 685 45.9 9.4 370 24-S 5.1 1496 

Cleveland, w 6 37.5 o.; 1 6,2 o.1 4 «5.0 0.2 5 31.2 o.:; 16 
<hio Sp 38 15.9 2.1 39 16.3 2.1 65 35·5 4.6 77 3::M! 4.2 239 
(20) Su 75 14.8 4.1 76 15.0 4.1 200 .?9.6 10.9 154 30.5 8.4 505 

A 34 24.8 1.9 14 10.2 o.s 46 33.6 2.5 43 31.4 2.4 137 
153 17.1 2.1 130 14.5 1.8 335 37.4 4.6 Z79 31.1 3.S 8<JT 

Co1Ur.tbia, 'If 12 31.6 0.7 6 15.8 o.3 5 13.2 o.:; 15 39.5 o.s ;58 
lfissouri Sp 71 17.9 :;.9 80 20.2 4.3 146 36.8 7.9 lOO 25.2 5.4 3'l7 
(20) Su 133 21.8 7.2 132 21.6 7.'2 215 35·3 11.7 l29 21.2 7.0 609 

J. 53 22.7 2.9 49 21.0 2.7 77 3,3.o 4.2 54 2,3.2 :;.o 233 
269 21.0 ;.7 267 20,8 }.7 443 ?4.6 6.1 298 2:;.2 4.1 1Z77 

Columbia., w 6 14.3 o.:; 9 21.4 o.5 13 }0.9 0.7 14 3.?.3 o.s 42 
$outlt Sp 51 10.5 1.7 51 17.4 2.8 151 51.~ 8.2 61 20.7 3·3 294 
C&rolina su 39 4.6 2.1 75 8.7 4.1 5.?0 61.8 28.8 213 24.9 11.6 857 
(20) A 14 8.2 o.8 l2 7.1 0.7 102 60.0 5.6 42 24.7 2.; 170 

90 6.6 1,2 147 10.8 2,0 796 58.4 10.9 330 24.2 4.5 1363 
Co1umbms, w 7 <:1.2 0.4 6 18.2 o.3 ll 55.; 0.6 9 zr.:; 0.5 33 
Chio Sp 50 16.5 2.7 58 19.1 :;.2 98 52·3 r;.; 'l7 32.0 5.3 303 
(20) Su 90 15.9 4.9 96 14.8 5.2 ;$01 J.t>.4 16.3 162 <:4.9 8.8 6!$ 

A 32 21.9 1.8 26 17.9 1.1~ " }6.; 2.9 35 24.0 1.9 146 
179 15.8 2.5 186 16.4 2.5 463 1;0.9 6.5 303 26.8 4.2 11~1 

Concord, w 0 0 0 0 0 0 1 25.0 0.1 3 75.0 0,2 4 
New Ramp- Sp 8 11.3 0.4 11 15.5 o.6 35 49.3 1.9 17 24.0 0.9 71 

"' shire Su 32 10.5 1.7 <:8 8.9 1.5 175 55-4 9.5 79 25.2 4.3 314 
(20) A 5 9.3 o.:; 5 9.5 o.; <?7 ;o.o 1.5 17 31.5 0.9 54 

45 10.2 0,6 1;4 9.9 o.6 2;18 5~.8 ;.3 116 26,2 1.6 443 
Concordia, w 1 11.1 0.1 1 11.1 0.1 1 11.1 o.1 6 66.7 0.3 9 
Kansas Sp 39 20.6 2.1 21 11.1 1.1 51 27.0 2.8 78 41.; 4.2 189 
(20) Su 115 24.0 6.2 50 10.4 2.7 123 25.7 6.7 191 39.9 10.4 479 

A 34 26.6 1.9 18 14.1 1,0 30 2}.4 1,6 46 35.9 2.5 128 
189 «;.4 2.6 90 11,2 1,2 205 25.5 2.8 321 39.8 4.4 805 

Corpus w 17 34.0 0.9 12 24.0 0.7 11 22,0 0.6 10 20.0 0,6 50 
Christi, . Sp 68 31.9 3.7 46 21.o 2.5 46 21.6 2.5 53 24.9 2.9 213 
Texas Su 59 22.2 3.2 'l7 36.5 5.3 95 35.7 5.2 15 5.6 o.l'l 266 
(20) A 55 28.9 3.o 53 Z{.9 2.9 6~ 3;1.1 3.5 19 10.0 • 1.0 190 

199 <:?.7 2.7 208 28.9 2.8 <:15 29.9 2.9 97 lj.5 1.3 719 
Dalle.s, \Y 18 24.7 1.7 16 21.9 1.5 18 24.7 1.7 21 28.8 1.9 73 
Texas Sp 6o 24.3 5.4 51 <:0.7 4.6 72 29.2 6.5 64 25.9 5.8 247 
(12) Su 49 17.8 4.4 ,36 13.8 3.4 133 48.4 12.0 55 20,0 5.0 Z75 

A 22 19.8 2.0 8 7.2 0.7 52 46.9 4.8 29 26.1 2.7 111 
149 21.2 3.4 113 16.0 2,6 Z75 39.0 6.3 169 24.0 3.9 706 

Davenport, w 4 22.2 0.2 4 2'c?,2 0.2 4 22.2 0.2 6 :;:;.; o.3 18 
Io• Sp 64 2,;.6 3.5 35 12.9 1.9 91 ;;.5 4.9 82 30.2 4.4 Z72 
(20) Su l21 24.0 6.6 79 15.6 4.3 173 34.3 9.4 131 25.9 7.1 504 

A 43 27.8 2.4 29 17.4 1,6 46 Z{,6 2.5 49 29.4 2.7 167 
2j2 24.1 3.2 147 15.3 2.0 314 3<:.7 4.3 268 27.9 ·3·7 961 

Dayton, 'II } 13.0 0.2 5 21.7 0,4 lO 4?.5 0.7 5 21.7 0.4 23 
Ohio Sp 56 15.9 2.6 37 16.3 2.7 85 37.5 6.2 69 30.4 5.0 227 
{15) Su 61 14.8 4.4 62 15.0 4.5 202 48.9 14.6 89 21.5 6.4 414 

A 19 17.3 1.4 22 20.0 1.6 44 40.0 3.2 25 22.7 1.8 110 
119 15.4 2.2 126 16.3 2.3 341 1;4.0 6,2 100 24.5 3.4 774 

Del Rio, w 6 31.6 o.3 3 15.8 o.l:! 6 31.6 o.3 4 21.1 0.2 19 
Texas Sp 41 <?7. 5 2.2 9 6.0 0.5 39 26.2 2.1 60 4D.3 3.3 149 
(<?C) Su 30 21.0 1.6 14 9.8 o.8 61 L2.6 3.3 38 26.6 <:,1 143 

A 19 26.4 1.0 8 11.1 0,4 19 26.4 1.0 26 ;16.1 1.4 7.!. 
96 25,1 1.;? 34 8.9 4.7 125 32.6 1.7 128 33.4 1.8 383 

Denver, w 0 0 0 0 0 0 1 100.0 0.1 0 0 0 1 
Colorado Sp 12 1·1 0.6 18 11.6 1.0 103 66.4 5.6 22 14.2 1.2 155 
(20) Su 2.7 1,1 b1 5.5 2.2 498 67.2 2'/ .o 183 2lt.7 9.9 742 

(? A 1.6 0.1 7 5.5 u.L~ f5'{ 67.9 4.8 32 25.0 1,8 128 
34 ;.; 0.5 66 6.4 0.9 689 67.0 9.4 237 23.1 3.2 1026 

W • Winter {Dee., J'e.n,, Feb.) N • Number of thunderstonn beginnings. 
Sp ~ Spring {Mar., Apr., May} ~ e Frequency • -;.~ of XH 
Su • Summer (June, July, Aug.) J(,P • Probability, f. or total periods. 

A ~ Autumn (Sept., Oot., Nov.) 
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Table 21 (eontd) 

Station 
and Year.s 00,..06 12-16 
of' Record Season N %F ~ N ;.:f' .1:!.. !!! .,. 
~s lloinea, 'If 7 5{'1.;; 0.4 1 a.; o.1 1 a.; 0,1 25.0 0,2 12 
Iot<$ Sp 66 21.6 3.6 ]j2 13.0 2.:? 89 29,2 4.8 35.4 5.9 _,o5 
(20) Su 143 25.2 7.6 89 15*7 4.1J 16<: <:'8.5 8,8 174 30.6 . 9.4 568 

A 49 22.3 2.7 45 20.5 2.5 25.5 ).1 70 jl.8 3.8 220 
265 24.0 3.6 177 16.C· 2~4 27.9 4.2 355 32.1 4.9 1105 

Detroit, w 4 22.:? 0,2 1 5.6 o.1 7 ;)8.9 0.4 6 33.3 0,3 18 
Michigan Sp 27 1.5 37 17.5 2,0 76 35.9 4.1 72 34.0 3.9 
(20) S.u 74 4.0 67 13.9 ;.6 216 1;4.7 11.;7 126 26.1 6.8 

A 27 1.5 21 17.2 1.2 41 33.6 2,2 75 :n.1 1.8 
132 1.8 1<:6 15.1 l. 7 31.!0 ' 40.8 1; .• 7 237 28.4 ; .. e 8:35 

Devils w 0 0 0 0 0 0 0 0 0 0 0 0 0 
~ke, Sp 15 15.3 o.s 1,3 1~ .... ; 0.7 ?L~. 7 1.8 36 36.7 2.0 ·98 
Worth Su 91 18.2 4.9 90 18.0 h.9 31.0 8.4 165 33.0 9.0 501 
.Dakota ;. 18 22,2 1,0 12 0,7 32.1 1.4 25 30.9 1.4 81 
{20) 124 18.2 1. 7 115 1.6 215 ;n.~o . 2.9 226 33.2 '),1 680 
Dodl!;e City, Vi 1 25.0 0.1 l 0.1 0 0 0 2 60.0 0.2 4 
Kansas Sp 26 24.5 2,6 15 28 26.4 2.8 37 34.9 3.7 106 
(11) Su 69 24.8 6.8 23 8.3 95 ;>4.2 9.4 91 32.8 9.0 278 

A 17 19.8 1.7 11 12.8 2;$ 26.7 2.) 35 40.7 .?.5 86 
113 2;>.8 2.1) 50 10,6 1.2 J16 30.8 :;.6 165 :,14.8 4.1 474 

Dubuquet w 1 7.7 0.1 4 30,8 0,2 3 23.1 0,2 5 38.4 13 
Iowa Sp 25.9 39 17 .!~ 2.1 63 28.1 3.4 64 28.5 224 
(20) Su 24.L; 97 19.!; 5.:; 169 :n.e 9.2 113 22.6 501 

A 22(<6 2,(1 37 2;., 2.0 59 24.~ 2.1 47 29.6 2,6 1:,9 
24,2 3.0 177 l':J/'l 2.4 274 30.6 3.8 229 25.:5 3.1 897 

Duluth, w 0 0 0 0 0 0 l so.u o.l 1 :;o.o 0.1 2 
~innesota Sp 24 19.3 1.3 12 9.7 0.6 42 33 .. 9 2.3 46 ;17.1 2.5 124 
{20) Su 86 18.0 4.7 79 16.5 4<>3 170 35.5 9.2 144 30.1 7.8 479 >) 

A 29 26.6 1,6 19 17 .. l~ 1.0 31 28,1.:. 1.7 ;\0 27.5 1,6 109 
139 19.5 1.9 110 150<1!. 1.5 244 54.2 ;1.3 221 30.9 3.0 Tll~ 

Eastpor:t, w ,2 :?3.3 0.1 2 };.3 O,l 2 33.;$. o.l 0 0 0 6 
Maine Sp 9 18.4 0.5 7 14.5 o.L, 22 1.;4.9 le.2 ll 22.4 0,6 49 
(20) Su 38 15.1, 2.1 37 15.0 2.8 109 44.3 5.9 62 25.3 3.4 246 

A 12 24.0 0.7 10 20 .. l' 0,6 l;l 26.0 0.7 15 30,0 o.e 50 
61 

17 ·' 
0.8 56 lt .• O 0.8 ll,P 41.6 2,0 88 25.l 1.2 351 

E'lkina~ 'II 7 35.0 0.4 0 0 0 7 ;55.0 0.4 6 30.0 0,3 20 
West Virginia Sp 28 11.7 1.5 33 13.8 1.8 113 47.1 6.2 66 27.5 ::;.6 240 
(20) Su 67 11,0 3.6 85 1b.O 4.6 309 50.8 16,8 147 2~.2 a.u 608 

A ll~ 11.4 0.8 18 14.6 1,0 59 r,s.o 3.2 32 '26,0 1,6 123 
116 11.7 1.6 136 lj, 7 1.9 488 49.3 6.7 251 25.4 ;.4 991 

Ellendale, w 0 0 0 0 0 0 0 0 (J 0 0 0 0 
Nort(h Sp 4 7.0 o.:; 6 14,0 ' l.C 29 50-9 3.5 l.6 2·'3.1 57 
Dakota Su 15 13.5 4.2 65 25\'l 7.8 92 35·5 11.1 67 25.9 259 
(9) A 13 21.7 1,6 16 26.7 1.9 19 31.7 2.3 12 20.0 1.5 60 

52 13.8 1,6 89 23.?' 2.7 li;O 37.2 4·3 95 25.3 2.9 376 
E1 Puo, 1{ 3 20.0 0.2 1 6,7 0.1 8 55.3 0,4 3 20.0 0,2 15 
Texas Sp 3 4.6 0,2 6 12,3 0,1, 49.2 L7 22 3j.8 1,2 65 
(20) Su 34 6,7 1.6 12 244 o.6 52.1 ll.i..i, 197 38,6 10.7 509 

A 9 ?.3 0.5 9 7~3 o.5 6o 48.8 3-3 1•5 36.6 2.5 12; 
49 6.9 0.7 '30 L~2 0.4 366 51.4 s.o 267 37.5 3.7 712 

Brie, \Y 4 .:o.o 0,2 1 5.0 0.1 3 J5,0 o.<: 32 60.0 0.7 20 
P"nnsylv!l-nia Sp 29 12.7 1,6 .?4 1!,.9 1.8 86 37.8 4.7 79 54.7 4.3 228 
(20) Su 75 16.4 4.1 72 15w'f ;).9 175 ;8.2 9.5 136 29b6 7.4 458 

A )0 22.2 1.6 22 16.~\ 1 .. 2 43 31.9 2.4 1.;0 29."' 2o2 135 
138 16.4 1.9 129 15.4 1.3 307 j6,') 4.2 267 :51.6 ;.7 B!J.l 

Escanaba, w 0 0 0 1 25.0 o.~ 0 0 0 3 0.2 4 
Michigan Sp 27 1. 5 <:6 19 .. '{ 1.4 43 32.6 2.3 :?6 2.0 lj2 
(Z:O) Su 74 4.0 64 1;).7 j.5 <::H 1.6.2 u.::; 118 6.4 467 

A <!l 1.2 23.6 1.7 1.>4 33.1:> 2 .. ~. 1.9 131 
l<:2 16.6 1.7 16~6 1.7 298 1..;0.6 4.1 2.6 734 

Eurelra~ l'f 9 22.5 o.:; . 6 15.0 0.3 18 45.0 1.0 7 17.5 o.4 1..;0 
Culif'orni& Sp 2 <:2,2 o.l 0 0 0 4 1;4.4 0,2 , 33.3 0,2 9 
(20) Su 2 jj,j O.l 0 0 0 2 33.3 0.1 2 ;:..j 0,1 6 

A 6 24.0 0.3 2 8.0 0.1 9 ;.6.0 0,5 8 32.0 0.4. 2? 
19 2j,9 o.; 8 10,0 0.1 j7 41.2 0.,5 <:0 <:'),0 0*3 80 •{I 

W ~ Winter (Doe., Jan., Feb,) N o N'UT'.lber of thund:e:ratornt .b-aginning.s .. 
Sp e Spring e~ai~ .. , A_pr., May) Freque:aey, 'l of 
Su :u SUJ!\!1'\er (.Jun.,, Jul:l,. Aug.,) ~ Probability# % total purioda .. 

A u Auturnn (Sept., Oct., Nov.) 
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Table 21 (eontd) 

Station 
l!llld Years oo-o& 06-12 12-lg 16-24 
of R"eord ~ ..!!... ~ .l?P ....!_ ;tl> jQ> ....!_ )\j j@ L * ;t:P ~ 

., Evannille, w 20 29.4 1.1 9 13.2 0,5 23 33.8 1.3 16 2;5.5 0.9 08 
!!!diana Sp 75 23.0 4.1 55 16.8 :;.o 103 31.5 ;;.6 94 28.8 5•1 327 
(20) Su 76 12.5 4.1 98 16.2 ;;.:; 290 47.8 15.1J 142 23.4 7.7 606 

A 39 21.7 2.1 27 l5o0 1.5 71 :>9.5 3.9 15 23.9 2.4 180 
21.0 17.8 2.9 189 16.0 2.6 4f37 41.2 6.7 295 25.0 4.0 1181 

Ft. Smith, .,. 21 25.9 1.2 10 12.:; o.6 24 29.6 1.3 26 32.1 1.4 81 
Arkrw.su Sp 77 19.2 4.2 66 16.4 3.6 121 30.1. 6.6 137 34.1 7.4 Wl 
(20) Su 83 16,8 4.5 75 l-5.2 4.1 241 48.7 13.1 96 19.4 5.2 495 

A 48 25.8 2.6 35 18.8 1.9 61 32.8 3<3 42 22,6 2.3 186 
229 19.7 :;.1 186 16.0 2.5 447 38.4 6.1 501 25.9 4.1 1163 

Ft. li!J\~, w 3 21.4 0.2 2 14.3 0.1 5 35.7 o.; 4 28.6 o.z l4 
lndio.nl!. Sp 38 19.5 33 16.9 1.8 76 39.0 4.1 48 24.6 2.6 195 
(20) Su 6o 17.5 47 13.7 2.6 161 47.0 8.7 75 21,y !"" l. 3!0 

A 20 19.2 2}~ 23.1 1.3 ;o 28.9 1,6 30 28.9 1.6 104 
121 18.4 1.7 106 16,2 1.,5 272 /~1.5 3·7 157 23.9 2.1 6;.6 

Ft. Worth; w 20 27.0 1.1 ll.; 18.9 o.8 21 28.!; 1.2 19 2'5.7 1.0 74 
Texu Sp 84 22~6 4.6 70 18.3 ;.8 101 27.2 5.5 117 31.5 6.4 372 
(20) Su 71 15.9 ' 3.9 6o 13.4 3.5 223 ;;o.o 12.1 93 20,8 ;.o 447 

A 36 18,5 2,0 24 12.3 1.3 88 45.1 4.8 47 24.1 2.6 195 
211 19.4 2.9 168 15.5 2.3 !03 39.8 5.9 276 25.4 3.8 1088 

Fre1l:llo» w 1 66.7 0.1 1 66.7 0.1 10 66.7 0.6 3 20.0 0,2 15 
Califomim sp 3 7o3 0.2 2 4.9 0,1 20 48.8 1.1 16 39.0 0.9 41 
(20) Su 6 28,6 o.; 4 19.0 0.2 5 23.8 0,3 6 28.6 0.3 21 

A 0 0 0 2 10.0 o.1 12 60.0 0.7 6 ;so.o 0.3 20 
10 1o,; 0.1 9 9.3 0.1 l;,7 48.5 0,6 31 32.0 o.4 97 

Gl>lV<! .. tClll, w 29 25.7 1.6 30 26.6 1.7 32 28,3 1,8 22 19.5 1,2 113 
Tens Sp 68 28.1 3.7 56 23.1 3.o 72 29.7 3.9 l.P 19.0 2.5 2Ll2 
(20} Su 94 22.1 5.1 llll) 32.9 7.6 138 32.4 7.5 53 12.5 2.9 Ll25 

A 64 'i!7 .l 3.5 79 33.5 4.3 55 23.3 ;.o 38 16,1 2.1 236 
255 25.1 3.5 305 30.0 4.2 2"if! 29.2 4.1 159 15.6 2,2 1016 

Gr-and w 2 11,8 0.1 6 35.3 o.; 2 11.8 o.l 7 41.2 0.4 17 
Hmwn 11 Sp 47 l9.9 2.6 :;:; 14.0 1.8 76 ?2.2 4.1 eo ;'5.3.9 4.3 2.3o 
Miehigim. Su 118 l<{.2 6.4 79 18.2 4.3 98 22.7 :;.3 1.39' ;12.0 7.6 J.D4 
(20) A 34 20,4 1.9 37 22,2 2.0 51 .?o.:; 2,1) 45 27.0 2.5 167 

201 23o5 2,8 155 lS.l 2.1 227 26,6 :;.1 271 }1.7 ?;,7 854 
Gfill!d 1i 0 0 0 0 0 0 4 80,0 o.2 1 20.0 0.1 5 
JUnction, Sp 6 -;.6 o.; 33 19.5 1,8 99 58.6 5.4 31 18.4 1.7 169 
Colorado Su 28 3.8 1.:; 161 21.6 8.7 1<2.3 56·7 2;.o 133 17.8 7.2 745 
(20) A l6 7.8 0,9 50 24.2 2.7 96 !;6.6 s.; 44 21.3 2,4 2o6 

50 4.4 0.7 244 21.7 3.:; 622 55.4 e.; 209 18,6 2.9 1125 
G:r~d w 4 23.5 0.2 ' 17.6 0,2 4 2;.; 0.2 6 35.3 o.:; 17 
Re.p:l.do, Sp h9 20.2 247 ;a 15.7 2.1 78 32.2 4.2 77 :;1.8 4.2 242 
l.iichi;;sm Su 101 23.5 :;.:; 64 14.9 :;.; 135 31.5 7.3 l29 ;o.1 7.0 W<-9 
(20) A 39 24,8 2.1 24 15.3 1.:; 39 24.8 2,1 55 35·0 3.o 157 

193 ZU:I 2,6 129 15.3 1,8 256 :;o.:; ;.s 267 31.6 3.7 845 
01"0~ Il.:l:y, 1f l 16.7 o.l 2 33.3 o.l 2 :;;.; 0,1 l 16.7 0.1 6 
m.seondn Sp 35 21,6 1.9 23 14.2 1.2 50 :;o.8 2.7 54 33.3 2.9 162 
(:?.0) Su S7 19.1 4.7 75 16.4 4.1 l80 39.4 9.8 114 25.0 6,2 456 

J!. 34 26.6 1.9 29 22.6 1,6 35 ~0 1.9 30 23.4 1.6 128 
157 20.9 2.1 129 17.2 1.8 267 3;.5 3-7 1~ 26.5 2.7 752 

Gre.,:nvi1le, w 4 21.0 0,6 4 21.0 0.6 :; 26~ 0.7 6 31.6 o.e 19 
South Sp 25 17.5 3.4 :\J. 7.7 1.5 72 5().3 9.8 35 24.5 4.8 115 
Cuolin!~ s"' lO :;.L~ 1.4 1,7 4.4 1,8 199 67.4 27.0 73 24.7 9.8 295 
(6} A 4 5.:; o.; 7 9.2 1.0 42 55.3 5.7 23 30.3 3.1 76 

15 B.l 1.5 35 6.6 1.2 ?)18 59.6 1.0.9 137 25.7 !.t-;7 533 
G?oes~ek, 'If l4 34.1 2.2 9 22.0 1.4 10 24.4 1,6 8 19.5 1.3 4l 
~ Sp 24 19.:?. 3.7 29 23.2 4.5 1!9 39.2 7.6 23 l.8.4 3.6 125 
(7) Su 10 6.5 1.,6 .5'i' 24.2 5.7 96' 62.8 14.9 lO 6.5 1,6 153 

A. 1::1 17.2 2113 23 26.4 :;.6 39 ~8 6.0 10 11.5 1.6 87 
63 15,5 2(>5 9!3 24..1 :;.a 194 47.7 7.6 51 12.5 2.0 /.a06 

lllwnilml, lll 8 22.2 0.4 8 22.2 o.4 5 13.9 0.3 15 41.7 o.e 36 
·Kiuour1 Sp 00 20.6 4.:> 71 18.2 3.9 '117 30.1 6.4 l21 31.1 6,6 389 
(20) Su 118 21.:; 6.J. 100 18,2 5.4 205 )7.3 11.1 125 22.8 2,6 548 ,. A 51 23.9 2,8 38 17.6 2.1 76 35.6 4.2 48 22.5 2,6 21.3 

257 21.7 335 217 18.3 :;.o 403 34.0 5.5 309 26.0 4.2 1186 

W • Wint$~ (Deo., J~ •• F*b•/ N • Number or thundarato:rm beginnings. 
Sp • Spring (Mar., Apr,, lay) 
Su w S~~~ (June, Jul;;, Aug.} 

,..... " Fr~~queno;;, % of. ~:14 
~ ;. Probability, % of totd p<>riode. 

A"' Autu.m (Sept., o..,·l;,, Nov.) 
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Table 2l (ccmtd) 

Stati(lll. 
a.nd Yeara OO-o6 o6-12 . 12-18 18-21! 
of Record ~ ...!!... ~ jiP ..!.. %' it!' if "' .l!.. .1L L 1!P .E!_ 

Harrisburg, lr 2 16.7 0.1 1 a.; 0.1 3 25.0 0,2 b 50.0 o.; 12 
.Pennsylvanill Sp 18 10.3 1.0 14 8.o o.8 91 52·.7 4.9 51 29.3 2,8 174 
(20} Su 51 9.6 2,8 :;6 6,8 2,0 29.3 55.0 15.9 15.3 28.7 a.; 5.33 

A 8 9.0 o.4 5 5.6 o,:; 41 /jb.l 2.2 35 39 • .3 1.9 89 
79 9.8 1.1 56 6.9 0,8 428 53.0 5.8 . 245 30.3 3.4 808 

Hartford, w .1 7.7 o.l 3 23.1 0,2 2 15.4 o.1 7 53.8 0,4 13 
Connecticut Sp 27 2o.:; 1.5 16 12,0 0.9 43 :;e.:; 2 • .7 47 35.3 2.6 133 
(20} Su 61 l}.9 3·.3 43 9.8 2.; 220 50.1 12,0 ll5 <::6,2 o.2 439 

A 15 15.0 o.e 17 17.0 0,9 33 33.o 1.8 35 35.0 1.9 lOO 
104 15.2 1.4 79 11.5 1,1 298 Qj.5 4.1 204 29.8 2,e 085 

Hatteru, w 16 28,6 0.9. a 14.3 0,4 19 33.9 1.0 1.3 <::;S,2 0.7 56 
North Sp 62. 33.5 3.4 3a 20,6 2.1 47 25.4 2.6 ;a 20,6 2,1 185 
Carolina Su 99 28.4 5.4 58 16.6 ;.2 125 , 35.9 6,8 67 19.2 3.6 3Le 
(20) A h6 43.8 2,5 9 a.6 0,5 29' 27.6 1,6 21 20.0 1.1 105 

223 32.1 3.1 113 16.3 1.5 220 31.7 ;.o 139 20,0 1.9 695 
Ravre. w 0 0 0 0 0 0 0 0 0 0 0 0 0 
Montana Sp 1 1.7 O,l 5 e.; o.:; 30 :;o.o 1.6 24 J.Q.o 1.3 60 
(20) Su 43 10.5 2.3 52 12./ 2.8 157 ;e.; 8.5 157 ;a.; 8.5 L109 

A 3 9.1 0,2 4 12,1 0,2 15 45.4 o.a ll :;:;.; 0,6 33 
47 9.4 0.6 61 12.1 0,8 202 J.Q.2 2,8 19'2 38.2 2,6 502 

Helena, w 0 0 0 l :;:;.:; 0.1 1 :;:;.; o.l l 33.3 o.1 3 
Mcmtana Sp 2 1.5 0.1 16 11.8 0.9 94 69.1 5.1 24 17.6 1.3 136 
(20) Su 50 6,8 2.7 83 11.2 4.5 439 59.; 23.8 167 22.5 9.1 739 

A 6 7.6 o.:; 7 a.9 0.4 IJ> 58.2 2.5 20 25.3 1.1 79 
58 6.1 o.a 107 11.2 1.5 580 60.6 1·9 212 22.1 2.9 957 

Houghl;on, w 1 :;o.o 0.1 0 0 0 0 0 0 l ;o.o 0.1 2 
Michigm Sp 31 2a.2 1.7 20 18.2 1.1 28 25.5 1.5 31 28,2 1.7 110 
{20) Su ffl 28.0 4.7 ~ 14.1 2.4 83 26.7 4.5 97 31.2 5.3 311 

A 33 30.6 l.tl 16 ll~>o8 0,9 37 34.3 2.0 22 20.4 1.2 108 
152 2a,6 2.1 eo 15.1 1.1 lQB 27.9 2,0 151 28.4 2.1 531 

Houston, w 26 za.; 1.4 25 27.2 1.4 22 23.9 1,2 19 20.7 1,0 92 
Texas Sp 37 15.6 2.0 67 28.5 3.6 76 32.4 4..1 55 23.4 :;.o 2.35 
{20) Su 25 5 • .5 1,4 92 20.3 5.0 285 63,0 15.5 50 11.0 2.7 452 

A. 21 11.5 1,2 56 30.6 :;.1 as 46.4 4.7 21 11.5 1,2 183 
109 11.3 1.5 24o 25,0 :;.3 h68 1;8.7 6.4 145 15.1 2.0 962 

Huron. w 0 0 0 0 0 0 0 0 0 2 100.0 0.1 2 
South Sp 26 16.9 1.4 14 9.1 o.8 54 35.0 2,9 60 3a.9 3.3 154 
Dakota Su 129 23.9 7.0 89 16.5 4.,8 152 28.1 8.2 171 ;1.o 9o3 541 
(20) A 26 23.6 1.4 17 15.4 0,9 22 20.0 lo2 45 40.9 2.5 110 

181 22.4 2.5 120 14.9 1.6 228 28,:; 3.1 27a 34..5 ;.8 807 
Indianapolis, 1'1' 8 26.7 0,4 7 23.3 0.4 7 23.; 0,4 8 96.7 0.4 30 
Indianll Sp 75 21.9 4.1 53 15.5 2.9 128 37.4 7.0 86 25.1 4.7 342 
(20) Su 74 12.3 4-,o 93 15.4 ;.o 319 53.0 17.·3 115 19.1 6.2 601 

A 38 20.6 2.1 29 15.7 1,6 T; ?9·5 4.0 45 24.3 2.5 185 
195 16.a 2.7 182 15.7 2.5 527 45.5 7.2 254 21.9 3.5 1158 

lola, w 10 27.8 0.6 8 22.2 0,4 7 19.4 0.4 ll 30.6 0,6 36 
Kana as Sp 101 27.3 5·5 60 .16.2 ;.; 117 31.6 6.4 93 25.1 s.o 371 
(20) Su 157 28.4 8.5 92 16.7 5.0 177 ;2.0 9.6 l26 22.8 6.8 552 

A 62. 28.6 ;.4 32 14.8 1.8 68 }1.; ;.7 55 25.4 :;.o 217 
;:;o 2e.o 4..5 192 16 • .:; 2,6 369 31.4 5ol 285 24.2 ;.9 1176 

Ithaca, lf 0 0 o- 2 :;o.o o.l 0 0 0 2 :;o.o O.l 4 
New York Sp 10 6.5 0.5 15 9.7 o.e 80 51.9 4..3 49 ;l.a 2.7 154 
(20) Su 39 a.; 2.1 70 UJ,8 ;.a 271 57.4 14.7 92 19.5 5.0 472 

A 10 9.6 o.6 l2 11.5 0,7 54 51.9 ;.o 28 26.9 1.5 104 
59 8,0 o.a 99 13.5 1,:; 1.05 55.2 5.5 171 2;.:; 2.; 734 

Jacksonville, w 15 17.2 0.8 17 19.6 0.9 32 36.6 1.8 e,; 26.4 1.2 87 
Floride. Sp 19 5·3 1,0 70 19.6 :;.a 210 58.8 11.4 58 16,2 ;.1 357 
(20) Su 32 2.4 1.7 268 20,4 14.6 850 64.6 46.2 164 12.5 e.9 1314 

A. 22 a.; 1.2 49 18.5 2.7 154 58.1 6.5 1.0 15.1 2.2 265 
ea 4.3 1.2 l$:>4 20,0 5.5 l2li> 61.6 17.1 285 14.1 3.9 2023 

!Vtlisps 11, 1i' 0 0 0 0 0 0 0 0 0 0 0 0 0 
Jlontan11. Sp ; 5.6 0.2 3 ' :;.6 0,2 35 64.8 1.9 13 24.1 0,7 54 
(20) Su ;; 10,; 1.8 41 12.8 2,2 163 5().9 a .,a 83 25.9 4..5 320 

A e 20.5 o.4 5 12.8 o.; 17 43.6 0.9 9 23.1 0,5 39 
44 10.6 o.6 49 11.9 0.7 215 :;:a.o 2.9 105 25.4 1.4 413 

11' ~ Winter (Dec., JAn., Feb.) 
Sp w Spring {K&r., Apr., M&y) 
Su • 8-.er {June, Jul,-, Aug.) 

A z Autll!lln {Sept., Oct., Jlov.) 

lf " Numb0r of thunderetorm beginnings. 
j(.F ~ Frequency, % ot l:!i 
%!' ~ Probability, %of totllll p0rioda. 
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Table 21 (eontd) 

Station 
and Years OOG06 06-12 12-18 18-24 
of Record ~ N %F %P N %F %P N %!<' %I' .1L %!" ...2. 2!!.... 
Ke.nsas City, w 9 24.3 0.5 3 a.1 o.e 6 16.2 o.:::s 19 51.4 1.0 :::S7 
Missouri Sp 114 29.4 6,2 52 13.4 2.8 101 26.1 5o5 121 31.2 6.6 388 
(20) Su 185 2a.7 1o.o 78 12.1 4.2 185 2a.7 10.0 198 30.7 10.8 61.;6 

A 69 28.8 :;.a 43 1a.o 2.4 60 25.1 3.3 67 28.0 3.7 239 
377 2a.8 4.5 176 13.4 2.4 352 26.9 4.8 405 30.9 5.5 1310 

Keokuk, w 8 29.6 o.4 ' 11.1 0.2 9 33.3 0.5 7 25.9 o.4 27 
Iowa Sp 77 25.3 4.2 61 20.0 :;.3 95 31.2 5.2 72 23.6 3.9 305 
(2o) Su 127 24.6 6.9 a5 16.5 4.6 182 35.3 9.9 122 23.7 6.6 516 

A 50 27.8 2.7 26 14.5 1.4 62 34.5 ;.4 42 23.4 2.3 180 
262 25.4 ;.6 175 17.0 2.4 348 ;;.a 4.8 243 23.6 3·3 1028 

Key West, w 6 9.7 o.; 15 24.2 o,a 1a 29.2 1.0 23 37.1 1•3 62 
Florida. Sp 20 10.3 1,1 43 22.1 2.3 65 33.5 3.5 66 34.0 3.6 194 
(20) Su 114 14.1 6.2 242 29.8 15.1 287 35·5 15.6 167 20,6 9.1 a10 

A 57 14.8 ;.1 95 24.7 5.2 158 41.2 8.7 74 19.3 4.1 384 
1'17 13.6 2.7 395 27 .:; 5.4 52 a ;6.4 7.2 :;;:so 22.8 4.5 1450 

Knexville, w 11 26,8 o.6 6 14.6 0.3 12 29.3 0.7 12 29.3 0.7 41 
Tennessee Sp 59 18.8 :;.2 42 13.4 2.3 132 42.2 7.2 80 25.6 4.3 313 
(20) Su 41 6.2 2.2 95 14.5 5.2 4o4 61.5 21.9 117 17.8 6.4 657 

A 11 8.8 o.6 15 12.0 o.8 73 58.4 4.0 26 20,8 1.4 125 
122 10.7 1.7 158 13.9 2.2 621 54-7 a.;; 235 20.7 ;.2 1136 

La Crosse, w 2 :;:;.; 0.1 2 3.3 o.1 0 0 0 2 33-3 0.1 6 
Wisconsin Sp 49 23.3 2.7 4o 19.0 2.2 6o 28.6 ;.; 61 29.1 3.3 210 
(20) Su 141 29.8 7·7 85 18.0 4.6 128 27.1 7-0 119 25.2 6.5 473 

A 37 25.5 2.0 20 13.8 1.1 41 28.; 2.2 47 32.4 2.6 145 
~ 229 27.4 :;.1 147 17.6 2.0 229 27.4 ;.1 229 27-4 :;.1 834 

Lander, l'i 0 0 0 0 0 ·o 0 0 0 0 0 0 0 
Wyoming Sp 3 4.7 0.2 6 9.4 o.3 44 68.8 2.4 ll 17.2 o.6 64 
(20) Su 15 5.0 o.e 43 14.4 2.3 170 57.0 9.2 70 23.5 3.8 298 

A 2 4.4 o.1 8 17.4 o.L. 27 58.7 1.5 9 19.6 0.5 1.;6 
20 4.9 o.3 57 14.0 o.a 241 59.0 '·' 90 22.0 1.2 408 

Lansing, w 1 12.5 0.1 0 0 0 3 37-5 0.2 4 50.0 o.:; 8 
Michigan Sp 29 15.8 2.0 38 20.7 2.6 75 }.;0.8 5.1 42 22.8 2.9 184 
(16) Su 65 16.:; 4.4 82 20.5 5.6 169 42.4 11.5 83 20.8 5.6 399 

A 32 27.8 2.2 18 15.7 1.2 39 33.9 2.7 26 22.6 1.8 115 
127 18.0 2.2 138 19.5 2.4 286 40.5 4.9 155 21.9 2.7 706 

Lewiston, w 1 33.3 0.1 0 0 o· 1 33.3 o.1 1 33.3 o.1 3 
Idaho Sp 4 6,1 0.2 4 6.1 0.2 48 72.7 2.6 10 15.2 0.5 66 
(20) Su 30 12.9 1.6 28 12.0 1.5 108 46.3 5.9 67 28.7 ;.6 233 

A 6 12.2 0.3 3 6.1 0,2 27 5:;.1 1.5 13 26.5 0.7 49 
41 11.7 o.6 35 10.0 0.5 184 52.4 2.5 91 25.9 1.2 351 

Lexington, w 14 25.0 o.8 13 23.2 0.7 13 23.2 0.7 16 28.6 0.9 56 
Kentueky Sp 53 17.6 2.9 49 16.3 2.7 117 39.0 6.4 81 27.0 4.4 :;co 
(20) Su 80 12,2 4.3 118 17.9 6.4 :;;2 50.5 18.0 129 19.6 7oU 659 

A· 29 18.5 1:.6 20 12.7 1.1 72 45.9 4.0 36 22.9 2.0 157 
176 15.0 2.4 200 17.1 2.7 534 45.6 7-3 262 22.3 3.6 1172 

Liricoln, w 3 30.0 0.2 2 20.0 o.1 2 20.0 o.1 3 ;o.o 0.2 10 
Nebraska Sp 54 23.2 2.9 :;1 13.4 1.7 70 ;o.2 :;.8 77 33.2 4.2 232 
(20) Su 157 26.9 8.5 89 15.3 4.8 148 25.5 8.0 189 32.5 10.3 583 

A 47 2_3,2 2.6 24 11.8 1.3 63 31.1 :;.5 69 34.0 ;.a 203 
261 25.3 ;.6 11.;6 14.2 2,0 28:; 27.5 3.9 338 32.8 4.6 1028 

Little w 24 2'~.8 1.3 18 17.2 1,0 24 22.8 1.3 39 37.2 2,2 105 
Rook, Sp 89 22,2 4.8 68 16.9 :;.7 128 31.9 7.0 116 28.9 6.3 401 
Arkansas Su 63 10.6 ;.4 102 17.0 5.5 323 57·7 17.5 113 18.8 6,1 6ol 
(20) A 37 18.5 2.0 35 17.5 1.9 93 46.5 5.1 35 17.6 1,9 200 

213 16.; 2.9 223 17.1 3.1 568 43.5 7.8 303 2).2 4.2 1307 
Los Angeles, w 5 29.4 o.:; 4 23.5 0,2 5 29.4 o.3 3 17.6 0,2 17 
California Sp 7 24.1 0.4 3 1o.:; 0.2 16 55.2 0.9 3 10.3 0,2 29 
(20) Su 4 28.6 0,2 4 28.6 0.2 5 35.7 o.3 1 7.1 0.1 14 

A 5 21.7 o.3 5 21.7 o.3 8 34.8 o.4 5 21.7 o.; 23 
21 25.3 o.; 16 19.3 0.2 34 41.0 0.5 12 14.5 0,2 8:; 

Louisville, w 16 25.8 0.9 12 19.4 0.7 13 :u.o o.? 21 33.9 1,2 62 
Kentucky Sp 74 20.1 4.o 6:; 17.1 3.4 126 34.j 6,8 104 28.3 5.6 367 
(20) Su 79 12.7 4.3 76 12.2 4.1 293 47.2 15.9 172 21·1 9 • .3 620 

A 38 23.2 2,1 30 18.3 1.6 67 4o.9 3.7 29 17-7 1.6 164 
207 17.1 2.8 181 14.9 2.5 499 41.1 6.8 326 26.9 4.5 1213 

W =Winter (Dec., Jan,, Feb.) N "' Number of thunderstorm beginnings. 
Sp = Spring (Mar., Apr •• May) %F = Frequency, % of l:: N 
Su = Summer~(June, July, Aug.) f~ = Probability, % of total periods. 

A = Autumn (Sept., Oct., Nov.) 
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TG.bl<> 21 (e011td) 

Station 
and Years 00-0b 
of Reeo!"d ~ 

.N '}IF if,!' Ei. 
Ludington, .w 1 11.1 0,1 2 22.2 0,2 3 ''·' o.; , 33.3 o.; 9 
Mi3higa,n Sp 31 27.7 2,6 10 8.9 0.8 33 2::/.5 2,8 36 33.9 3.2 112 
{m Su 77 21~.7 6.4 15.1 3.9 89 28.5 7·4 99 31.7 6,3 312 

A 29 25.0 2.4 18,1 1.8 36 31.0 3.0 30 25.8 2.5 116 
138 25.2 2.9 80 14.6 1.7 161 29 .. 3 3.4 170 31.0 ;.6 549 

Lynchburg, w 1 14.3 0.1 1 14.3 0,1 4 57.1 0.2 l 14.-3 0.1 7 
Virginia Sp 17 11,1 0.9 14 9.2 o.s bB 44.1.; 3.7 5h 35.3 2,9 153 
{20) Su 2h 4.6 1.3 21 4.0 1,1 319 61.3 17.3 156 30,0 8.5 520 

A 6 0.3 2 2,4 0.1 45 :;4.<' 2.<; 30 36.1 1.,6 83 
46 0.7 38 5.0 '0,') 436 57.2 6.0 241 31.6 3.3 763 

Macon, w 15 0.6 15 21.1 0.8 'Zl 38.0 l~~5 14 19.7 0,8 71 
Georgia Sp 28 145 44 14.3 2.4 145 47.1 7o9 91 29.6 4.9 308 
(20) Su 24 1.3 45 5.2 2,4 566 65u7 30,7 227 26.3 12.3 862 

A 10 6.5 0,6 8 5., ·- o.!l 95 62,1 5.2 40 26.2 2.2 153 
T1 5.5 1.1 112 s.o 1.5 833 59 .. 7. 11.4 372 26.7 5.1 1394 

Madison, w 1 10.0 o.1 2 20.0 0.1 6 6o.o 0"3 l 10,0 0.1 10 
Wisconsin Sp 68 21,1 3.7 57 17 ·7 :;,1 95 29.4 5.2 103 31.9 :;.6 323 
(20) Su 118 18.:; 6,4 138 21.4 7.5 221 34.3 12,0 168 26.0 9.1 645 

A 39 22.9 2.1 35 20 .. 6 1.9 51 ;;o.c 2.8 45 2,5 170 
226 19.7 3.1 232 20,2 3.2 373 32.;; 5.1 317 4.3 1146 

Me.rquotte, w 0 0 0 0 0 0 0 0 0 0 0 0 o. 
lliehig~>.n Sp 24 23.1 1.3 23 22,1 1.2 34 32./ 1,8 23 22.1 1,2 104 
(20) Su 101 26,8 5.5 59 15.6 3.2 135 .?5.8 82 21.8 4.4 377 

A 29 30.9 1.6 17 18.1 29 30.9 19 20,2 1.0 94 
154 26.8 2,1 99 17.2 198 34.1! 2.7 124 21.6 1, 7 575 

Memphia, 'il 17 17f>5 0~9 23 23.7 27 27.,8 li>5 50 1. 7 97 
Tennes5ee Sp 53 16.-3 2..,9 67 20.5 110 33·7 6,0 96 5.2 326 "'' (20) Su 51 9.0 2,8 97 17.1 308 54.!, 16.7 110 6,() 566 

A 27 16,6 28 46.0 4.1 1,8 163 
11,8 215 45.1 7.1 23.3 3.7 11;.2 

Meridian, w 35 1.9 19 32.6 2,4 26.5 1.9 132 
Mississippi Sp 83 4.5 67 38 .. 1 7.7 21.7 4·4 373 
(20) St: 25 3.3 1.4 89 11,8 69.4 28,4 116 15.4 6.3 753 

A 16 8.6 0.9 15 B.l 61.2 6.3 41 22,0 2,2 186 
159 ll,O 2,2 l'OXJ 13o2 11,2 273 l44h 

Miemi, ~ '/( 6 16,2 o.s 5 13.5 0 .. 9 15 37 
Florida Sp 18 7.6 1,4 54 22,8 9.6 41 ~.2 236 
{14) Su h4 7.1 3.4 205 15.9 20,4 111 8.6 622 

A 18 7.0 1.4 49 3.8 9.7 65 5.1 
86 7.5 1. 7 313 6.1 10,1 232 4.5 

Milas City \'[ 1 ·100.0 0,1 0 0 0 0 0 0 0 0 
Montano. Sp 14 18,2 o.8 17 22*1 0.9 40" "-' 1,7 15 19.5 o.8 77 
(20) Su 66 18,6 ;.6 47 13.2 2,6 jl,C 6,0 1.32 37.2 355 

A 7 25.0 0.4 ll 39.3 0.6 5 17.9 5 17.9 28 
88 19.1 1.2 75 16+3 1,0 l-46 31.7 152 33.0 461 

Milwaukee, VI 3 33.3 ·o.2 2 22.2 o.l 3 ;;;.:;; 0.2 1 11.1 0.1 9 
Wisconsin Sp 55 27.4 21, 12.0 1.3 64 31.9 3.5 .58 28.9 3.2 201 
(20) Su 82 21.0 67 3.'> 141 ;$6.1 7.7 101 25.9 5·5 391 

A 36 26.1 20 1.1 42 . ;o.L~ 2.3 40 29.0 2.'2 138 
176 2;$,8 2,4 113 1.5 ' 250 53.5 3>)4 200 27.0 2.7 n9 

Minn .. apolis, w 0 0 0 0 0 0 1 50.0 0.1 l 5Q.O 0.1 2 
Minnesota Sp 23.8 2.4 24 12.7 1.3 51 27.0 2,8 69 :;6.5 ),8 189 
(20) Su 25.1 7.6 85 15.4 4.6 158 28,o 8.6 171 30.9 9.) 553 

A 25.7 2,1 28 18•9 3h 2j,O 48 32,4 2,6 li18 
24.9 :;.o 137 15o4 2114 27.4 289 32.4 4.0 892 

lllobil<'l, w 28 25.:;1 1.1:> 29 26.9 29 26.9 22 20.4 1.;.2 108 
Sp 68 21.4 ?;.7 81 25.5 lOY 34.2 5.9 60 . 18.9 3.3 318 
Su 66 7.1 ;~6 239 25.7 533 57.1 28,9 10.0 5o0 931 

A 25 11.2 1.4 40 17.9 135 6o.4 7.4 10.3 1.:3 223 
187 ll,!l 2.6 389 24,6 5o3 806 51.0 11.0 12,5 2.7 1580 

J&:<;~d>'lna, w 2 22,0 o.l 1 11.0 0,1 5 :f-;.3 o~,; 11.0 0.1 9 
Utah Sp 4 :;.o 0,2 18.5 1,4 88 65.2 4.8 18 13.3 1,0 135 
(20) Su 36 5.2 2.0 19.1 7.2 434 62.8 23.6 9D 13.0 4.9 692 

A 18 12.2 1,0 19.7 1,6 83 56.5 4.6 17 n.o 0,9 147 
60 6 '! 0.8 187 lY,O 2,6 610 62.0 8.4 126 12,8 1.7 983 

w Wlntar (Dee., Je.n • ., Feb,) '!' a lhmber of' thunderstorm beginninge. 
Sp Spring (Mar., Apr., May) 7~ ~ Frequency, % of :l:N 
Su ® Summer (June, July, Aug.) 1:? = ProbaMHty, % of total period~. 

A " Autumn (S<>pt., Oct., Nov.) 
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Table 21 (eontd) 

Station 
and Years oo-06 06-12 12-18 18-24 
of Reoord .~ N %F %'P :II %F %'P .]!_ %F l'tl'_ .1L * ~ ..!!!,_ 

~ 
Jl!ontgomery, w 36 30.5 2.0 21 17.8 1.2 3.3 28.0 1.8 28 23.7 1.6 118 
Alabruna Sp 64 18.1 .3·5 75 21.3 4.1 143 Lo.6 7.8 70 19.9 3.8 .352 
(20) Su 30 :;>.8 1.6 98 12.5 5-3 520 66.2 28.2 wr 17.4 7.4 785 

A 17 8.8 0.9 20 10.4 1.1 116 6o.o 6.4 40 20.7 2.2 19.3 
147 .10.1 2.0 214 14.8 2.9 812 !j6.o 11,1 275 19.0 3.8 J.1¥.JB . 

Nantucket, w 8 ,38.1 0.4 8 38.1 o.4 0 0 0 5 23.8 o.; 21 
Massachusetts Sp 32 3o.a 1.7 22 21.2 . 1.2 27 26,0 1.5 23 22.1 1.2 104 
(20) Su 48 22.8 2.6 36 17.1 2.0 71 33.6 :;>.9 56 26.5 3.0 211 

A 14 18,2 o.a 16 20.8 0.9 23 29.9 1.3 24 31.2 1.3 77 
102 24.7 1.4 82 19.8 l.l 121 29.3 1.7 108 26.2 1.5 413 

Nashville, w 24 28.6. 1.3 17 20,2 0.9 20 23.6 1.1 23 27.4 1.3 $4 
Tennessee Sp 70 18.6 3.8 51 13.5 2,8 166 44.0 9.0 90 23.9 4.9 3.77 
(2o) Su 74 lo.; 4.0 103 14.6 5.6· 379 53.8 20.6 149 21.2 8.1 705 

A 30 16.4 1.6 28 15·3 1.5 93 50.8 5.1 32 17.5 1,8 18,3 
198 14.7 2.7 199 14.7 2.7 658 48.7 9.0 294 21,8 4.0 1349 

N~wll:aven, Yl' 2 18,2 0.1 2 18.2 0.1 3 27.,3 o.2 4 36.4 0,2 ll 
Comtacticut Sp 24 20.2 1.3 17 14.3 0.9 40 33.6 2,2 36 31.9 2.1 119 
(20) Su 48 13.1 2,6 32 8.7 1.7 173 47-3 9.4 113 30.9 6.1 ,366 

A 9 11.2 0.5 10 12.5 0.6 32 4o.o 1.8 29 ·36.3 1.6 80 
83 14..3 1,1 61 10.6 0~8 246 43.1 3.4 1$4 ,32.0 2.5 576 

New Orleans, w 27 22.7 1.5 27 22.7 1.5 .32 26.9 1,8 33 27.7 1,8 119 
Louisiana Sp 57 17.5 ,3.1 73 22,!~ 4.0 1,32 40,5 7.7 64 19.6 3.5 ,326 
(20) Su 36 4.1 2.0 250 28.2 13.6 520 ;a.6 28,2 81 9.1 4.4 887 

A 19 7.6 1,0 64 2:;.;:; ,3.5 141 ;6.1 7.7 27 10.7 1.5 251 
139 8,8 1.9 414 26.1 5·7 825 52.1 11.,3 205 12.9 2.8 158.3 

New York, w 4 26.7 0,2 5 3,3.3 o.3 1 6.7 o.1 5 3.3.3 0.3 15 
~ New York Sp .31 19.1 1.7 12 7.4 0,6 63 . 38.9 3.4 56 34.6 3.0 162 

(20) Su 41 8.9 2.2 36 7.8 2.0 232 r;o.6 12.6 1'50 32.7 8.2 459 
A 14 15.0 0,8 9 9.7 o.; .35 37.6 1.9 35 37.6 1.9 93 

90 12.3 1.2 C2. 8.5 o.a 331 16.4 4.5 2li> 33.8 3.4 729 
Norfolk, w 6 23.1 0.3 3 11.5 0.2 10 38.5 o.6 7 26.9 o.4 26 
Virginia Sp 29 12,6 1~6 23 10.0 1,2 'Tf 42.0 5·3 82 .35.5 4.4 231 
(20) Su !.+5 8.3 2.4 42 7·7 2.3 315 57.9 17.1 11-!2 26.1 7·7 544 

A 6 7·5 o.3 10 12.5 0.6 39 48.8 2.1 25 .?1.2 1.4 80 
86 9.8 1,2 78 8.8 lol 461 52.3 6.3 2;6 29.1 3.5 881 

Northfield, w 1 3.3.,3 0.1 0 o.o o.o 1 33 • .3 o.1 1 33.3 o.l 3 
Vermont Sp 10 10.4 0.5 6 6.3 0.3 51 53.1 2.8 :?9 30.2 1,6 96 
(20) Su 37 8.4 2.0 55 12.6 ;.o 241 55.0 13.1 105 24-o 5.7 li38 

A 10 11.4 o.;; 7 s.o 0.4 M 51,2 2.5 26 29 .. 5 1.4 88 
58 9.3 o.8 68 10~9 0,9 338 :;4.0 4.6 161 25.8 2,2 625 

North Head, w 1 9.1 o.l 0 0 0 5 45.4 o.3 5. 4!5.4 o.3 11 
lfe.shingtim Sp 0 0 () 0 0 0 0 0 0 0 0 0 0 
(20) Su l 12.5 0.1 0 0 0 2 25.0 0.1 5 C2..5 0.3 8· 

A 5 2;i,O o.3 2 10,0 0.1 9 45.0 o.;:; 4 20.0 0,;3 20 
7 18.0 0,1 2 5.1 o.o 16 41.0 0,2 14 35.9 0,2 .39 

North Platte, w 0 0 0 0 0 0 1 100.0 0.1 0 0 0 1 
NebrMka Sp 25 13.6 1.4 19 10.3 1.0 70 38.0 3.8 70 38.0 ;.a 184 
(20) Su. 98 16.4 5.3 62 10.4 .3.4 174 29.1 9.4 265 44.3 14.4 599 

A 24 21.6 1.3 8 9.2 o.4 2,3 26.4 1.3 ;52 36.8 1,8 87 
147 16.9 2.0 89 10,2 1.2 268 30.8 3.7 367 42.2 5.0 871 

Oklal1oma w 7 19.4 o.4 5 13.9 o.;; 8 22,2 o.4 16 44.4 0.9 36 
City, sp 88 24.8 4.8 58 16,!, ;.2 .110 31.0 6.0 98 21.6 5.3 354 
Oklahoma Su 112 22.;; 6,1 105 21,1 5.7 175 35.2 9.5 lo6 21.3 5.8 498 
(20) A 53 26.7 2.9 36 18.1 2.0 61 30.7 . ;.4 49 24.6 2.7 199 

260 23.9 ;.6 204 18.8 2.8 354 32.6 4.8 269 24.7 3.7 1087 
'Omah!<, w 2 18.2 0.1 l 9.1 0.1 4 36<.4 0.2 4 36.4 0,2 ll 
Nebraska Sp 61 21.1 ,3.3 42 15,2 2.4 82 28.4 4.4 102 ;;.; 5.5 289 
(20) Su 177 29.6 9.6 92 15o4 :;.o 143 23.9 7.8 186 31.1 10.1 598 

A 4J. 21.5 2.2 27 14.1 1.5 61 32.0 3.3 62 32.5 3.4 191 
281 25.8 . ;.a 164 15.1 2.2 290 26.6 4.0 354 32.5 4.8 1089 

Oswego, w 5 35·7 0<3 1 7.1 0.1 1 7.1 o.1 7 ~.o o.4 14 
~· New York Sp 14 10.4 0.8 28 20.9 1.5 53 39.5 2.9 39 29.1 2.1 134 

(20) Su 65 18.2 ;.:; 52 14.6 2.8 147 1;1.2 a.o 93 26.0 5.0 357 
A 15 16.5 o.a 17 . 18.7 0.9 ,32 35.2 1.8 27 29.7 1.5 91 

99 16,6 1.4 96 16.5 1~3 233 39;1 3.2 166 21.9 2.3 596 

W a. Winter (Dec., Jan., Feb.) N ~ Number o~ thunderstorm beginnings. 
Sp ~Spring (liar., Apr., May) 7,;r = Frequeney, % of ::;;!! 
llu "' Sturuller (June, Jull7, Aug~) %P ~ Probability, % of' to-Gal periods. 

A Autumn (Sept., Oct.,. No..-.} 
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Table 21 (eontd) 

Station 
e.nd Years 00...06 o6-12 12-18 18-24 
of Record ~ N w %1' .1L %!'' ..1L .1L %1! %1' N ...2... %1' 

0~ 
Palestine, w 35 29.7 1.9 24 20.3 1.3 31 26,3 1,7 28 23.7 1.6 118 
Texas Sp 73 20.2 4.0 83 22.9 4.5 105 29.0 5o7 101 27·9 5.5 362 
(20) Su 39 9.;; 2ol 45 10,8 2.4 256 61,2 13.9 78 18.7 4.2 418 

A 26 14.1 1.4 .29 15.8 1.6 93 50·5 5.1 36 19.6 2•0 184 
173 16.0 2.4 181 16.7 2.5 485 44.8 6,6 243 22.5 3.3 1082 

Parkersburg, w 6 20,0 o.:; 6 20.!) 0.3 6 20.0 o.3 12 L;o.o 0.7 30 
West Virginia Sp 35 12,0 1.9 4~ 14.8 2.3 133 45.8 7.2 80 27-5 4.3 291 
(20) Su 81 12.1 4.4 90 13.4 4.9 345 51.4 18.7 154 22.9 8.4 670 

A 15 10.9 o.8 22 16.0 1,2 64 46.4 3.5 37 .26.8 2,0 138 
137 12.1 1.9 161 14.3 2.2 5W1 W1.6 7•5 283 25.1 3.9 1129 

Pensacola, w 37 24.3 2.0 45 29.6 2.5 34 22.4 1.9 36 23.7 2.0 152 
Florida Sp 65 18.4 3.5 92 26.0 5.0 131 37.0 7.1 (:/;, 18.6 3.6 354 
(20) Su 136 12,1 7.4 296 26,3 16.1 554 49.2 30.1 ~ 12.4 7.6 1126 

A. 55 18.3 3.o 83 27.6 4.6 115 38.3 6.3 47 15.6 2,6 300 
293 15.2 4.0 516 26.7 7.1 834 43.2 11.4 289 15.0 4.0 1932 

l'eoria, w 3 10,0 0,2 7 23.3 o.4 9 :;o.o 0.5 11 36.7 0,6 30 
Illinois Sp 81 21,1 4.4 59 15.3 3.2 131 34.1 7.1 113 29.4 6.1 384 
(20) Su 132 21.4 7.2 93 15.1 5.0 242 39.2 13.1 151 24.5 8,·2 618 

A 42 20.7 2.3 36 17.7 2,0 12 35.5 4.0 53 26.1 2.9 203 
258 20.9 3.5 195 15.8 2.7 454 36.8 6.2 328 26.6 4.5 1235 

Philadelphia, w 3 18.8 0,2 2 12~5 0,1 3 18,8 0,2 8 5().0 o.4 16 
Pennsy1v8llia Sp 20 12,8 1,1 16 10.3 0.9 63 40.4 3.4 36.5 3•1 156 
(20) Su 39 8,6 2,1 41 9.0 2,2 210 46.0 11.4 36·4 9.0 456 

A 11 15.5 0.6 7 9.9 o.4 28 39.4 1.5 25 35.2 1.4 71 
73 10.4 1,0 66 9.4 0,9 304 43.5 4.2 256 ;:>6.6 3.5 699 

Phoenix. w 3 16.7 0.2 2 11.1 o.l 7 38.9 0.4 6 33.3 0.3 18 ·:.l 
Arizona Sp 6 10,9 0.3 5 9.1 0.3 28 50.9 1.5 16 29.1 0.9 55 
(20) Su 68 15.4 3.7 45 10,2 2.4 117 26.5 6.4 211 47.8 11.5 441 

A 20 17.1 1.1 21 17.9 1,2 37 31.6 2,0 39 33.3 2.1 117 
97 15.4 1.3 73 11.6 1.0 189 30.0 2.6 272 43.1 3·7 631 

Pittsburgh, w 5 20,0 0.3 4 16.0 0,2 8 32.0 o.4 8 32.0 0.4 25 
Pennsylvania Sp 34 11,8 1,8 46 15.9 2<5 121 41.9 6.6 88 30.4 4.8 289 ,, 
(20) Su 6o 9.3 3.2 70 10,8 3.8 333 51.6 18.1 184 28.5 10,0 647 

A. 29 18,6 1.6 16 10.3 0.9 6o ;58.5 3.3 51 32.7 2,8 156 
128 11.4 1~8 136 12.2 1.9 46.7 7.2 331 29.6 4.5 1117 

Pocatello, w 1 16.7 0.1 1 16.7 0.1 33.3 o.l 2 33.3 0,1· 6 
Idaho Sp 10 6.4 0,5 22 14.2 1,2 105 67.7 5.7 18 11.6 1,0 155 
(20) su 34 6,8 1,8 70 13.9 3,8 294 58.5 . 16,0 105 20.9 5·7 503 

A 14 ll,l 0.8 12 9.5 0.7 65 51.6 3.6 35 27.8 1.9 126 
59 7.5 o.a 105 13.3 1.4 466 59.0 6.4 16o 20.2 2,2 790 

Point w 3 15.0 0,2 3 15.0 0,2 7 ;;:;.o 0.4 7 35.0 0.4 20 
Reyes, Sp 1 25.0 0,1 0 0 0 1 25,0 o.l 2 50.0 o.J. 4 
California Su 1 20,0 0.1 3 60,0 0.2 0 0 0 1 20.0 o.l 5 
(20) A. 2 20,0 o;1 2 2o.o 0.1 2 20.0 o.l 4 4o.o 0.2 10 

7 17.9 0.1 8 20,5 o.l :to 25.6 0,1 14 35.9 0,2 39 
Port w 1 25.0 0,1 1 25.0 o.l 0 0 0 2 50.0 0.1 4 
Angeles, Sp 0 0 0. 0 0 0 2 . 100.0 0.1 0 0 0 2 
Washington Su 2 8,o o.l 3 12.0 0.2 10 4o.o 0.5 10 LJD.o 0.5 25 
(20) A 0 0 0 1 25.0 0,1 1 25,0 0.1 2 50.0 0.1 4 

3 8.6 o.o 5 14.3 0.1 13 ;17.1 0.2 14 40.0 0,2 35 
Port w 9 19.1 l.l 8 17.0 1.0 16 34.0 2.0 14 29.8 1.7 47 
Arthur, Sp 27 19.7 3.3 30 21.9 3.6 49 35.8 5·9 31 22,6 ;.7 137 
Texas Su 31 8.4 3.7 116 31.5 14.0 184 50~0 22,2 37 10.0 4.5 368 
(9) A 17 12.4 2,0 45 32.8 5.4 56 LJD.9 6,8 19 13.9 2.3 137 

84 12.2 2.6 199 28.9 6.1 305 44.3 9.3 101 14.7 3.1 689 
Port w 3 20.0 0.2 2 13.3 0.1 4 26.7 0,2 ·6 LJD.o o.:; 15 
Huron, Sp 43 23.8 2,3 22 12.2 1.2 56 30·9 3.o 6o 33.2 3.3 181 
Miehige.n Su 57 12,6 3.1 74 16.3 4..0 224 49.4 12.2 98 21.6 5·3 453 
{20) A. 19 18.2 1,0 17 16.3 0,9 35 33.6 1.9 33 31.7 1.8 104 

122 16.2 1.7 115 15.3 1.6 319 42.4 4.4 107 26.2 2.7 753 
Portland, w 1 25.0 0.1 l 25.0 O.l 2 50.0 o.1 0 0,0 o.o 4 
Maine Sp 7 17.1 o.4 6 14.6 0.3 19 46-4 1.0 9 22,0 o.5 41 
(20) Su 30 13.0 1.6 26 11.3 1.4 130 56.3 7.1 45. 19.5 2.4 231 

A 10 19.2 0.5 2 :;.a 0,1 15 28.9 o.8 25 k!B.l 1.4 52 
1;13 14.6 0,7 35 10.7 0.5 166 5().6 2.3 79 24.1 1.1 328 

W = Winter (Dee,, Je.n,, Feb.) N Number of thunderstorm beginnings. 
Sp ~ Sprinc: {Mar,, Apr,, May) ~ a Frequency, %of' :i:N 
Su ~ Summer (June, JUly, A.ug.) f.p = Probability, % of total periods• 
A= Autumn (Sept., Oot,, Nov,) 
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Station 
and Years oo-o& 06-12 l2-1S 11Hlll-

-u of Reeord Season N iiP foP ..!.. ,., %P lt L %P 1'1 )@ %P' .E.. 
Portland, w 0 0 0 0 0 0 2 ;o.o o.1 2 50.0 o.1 4 
Oregon Sp 0 0 0 1 ;.o o.1 17 a;.o 0.9 2 10.0 o.1 20 
(20) Su 10 21 • .? o.5 6 12.8 o.; 17 ;6.2 0.9 14 29~8 o.8 47 

A 2 6.7 0.1 1 ;.; o.1 20 66.7 1.1 7 2;.; o.4 ;o 
12 11.9 0.2 8 7-'!J o.l 56 55-4 o.8 25 24.8 o.; 10 

Providence,· w 2 28.6 0.1 2 28.6 o.1 0 0 0 3 Ll2.8 0.2 7 
Rhode Sp 21 21.0 1.1 12 12.0 0.7 22 22.0 1.2 45 45.0 2.5 100 
Island Su ;o 10~5 1.6 35 12.2 1.9 l.1$J 4a.9 7.6 81 28.; 4.4 286 
(20) A 'l2· ·20.7 0.7 lb i7.2 o.6 13 22.4 0.7 23 39.7 1.3 58 

65 14.4 0.9 59 1:?.'1 o.a 176 39.0 2.4 152 ;;.7 2.1 451 
Pueblo, w 0 0 0 0 0 0 :; 75.0 0.2 1 25.0 0.1 4 
Colorado Sp 9 ;.:; o.; 13 7.6 0.7 120 70.6 6.5 2a 16.5 1.5 170 
{20) Su 9 1.5 o.5 11 l.a 0.6 4112 72.5 24.0 146 23.9 7.9 606 

A 2 2.1 0.1 2 2,1 o.l 58 59.8 ;.2 ;; ;6.1 1.9 97 
20 2.; o.:; 26 3.o o.4 623 71.0 a.; 210 23.9 2.9 a79 

Raleigh, w 5 21.7 0.3 0 0 0 8 :?4-a o.4 10 43·5 o.6 23 
North Sp 22 u.o 1.2 25 12.4 1.4 86 Ll2.a 4.7 68 33o9 ;.7 201 
Carolina Su 32 ;.6 1.7 37 6.5 2.0 334 58.a la.1 16; 29.0 9.0 568 
(20) A a 7-7 o.4 6 ;.a o.; 55 52.9 3.o 35 33·7 1.9 104 

67 7.5 Oo9 68 7.6 0.9 h83 ;3.9 6.6 278 31.0 ;.a 896 
Rapid w 0 0 0 0 0 0 0 0 0 0 0 ·O 0 
City, Sp 10 6.4 o.5 22 14.2 1.2 74 47·7 4.0 49 31.6 2.7 155 
South Su 62 6.7 3.4 113 1!).6 6,1 347 h8.6 18.a 191 26~7 10.4 713 
Dakota A 4 4.a 0.2 9 10,6 o.; 36 43.4 2.0 34 41.0 1.9 83 
(20) 76 8.0 l.o ~ 15.1 2.0 457 48.0 6.3 274 28.6 ;.8 951 

? Reading, w 2 15.4 0.1 2 15.4 0.1 3 23.1 0.2 6 !.1>.2 o.; 13 
Pennsylvania Sp 25 15.8 1,4 20 12.6 1.1 72 45.6 3.9 41 26.0 2.2 158 
(20) Su 50 11.6 2.7 5o 11.6 2.7 209 h8.4 11.3 123 28.5 6.7 432 

A 15 17.4 o.8 8 9.3 0.4 43 ;o.o 2.4 20 23.3 1.1 8b 
92 13.4 1.3 80 n.o 1.1 327 47.4 4.5 190 27.6 2.6 689 

Red w 5 38.5 o.; 0 0 0 6 l:P.2 o.3 2 15.4 o.1 13 
Bluff, Sp 1 19..4 0.4 4 11.1 o.2 21 ;a.; 1.1 4 11.1 0.2 36 
California Su 4 22.2 0.2 4 22.2 0.2 3 16.7 0.2 7 38.9 o.4 16 
(20) A 2 16.7 o.l 2 16.7 o.1 4 ;;.:; 0.2 4 33·3 0.2 12 

16 22.8 0.2 10 .12.7 o.1 34 43.0 o.; 17 21.5 o.2 79 
Reno, w 0 0 0 0 0 0 1 100.0 o.1 0 0 0 1 
Nevada Sp 1 1.8 0.1 8 14.0 o.4 42 73.7 2.3 6 10.5 o.; 57 
(20) Su 4 1,8 0.2 19 a.:; 1.0 174 75.9 9.4 32 l4o0 1.7 229 

A 0 0 0 8 16.0 o.4 38 76.0 2.1 4 s.o 0.2 50 
5 1.5 0.1 35 10.4 o.5 255 75 .• 7 ;.r; Ll2 12.4 o.6 337 

Richmond, w 7 77.8 o.4 0 0 0 0 0 0 2 22.2 0.1 9 
Virginia Sp 24 12.0 1.3 l2 6.o o.6 86 43.0 4.7 78 39.0 4o2 200 
(20) Su ll4 7-7 2.4 23 4.0 1.2 ;31 57-7 1a.o 176 30.7 9.6 574 

A a 9.1 0.4 9 10.2 o.5 38 43.2 2.1 33 31·5 1.a 88 
a:; 9.5 1.1 ll4 ;.o o.6 455 52.2 6.2 2a9 33.2 4oO 871 

Rochester, w l 16.7 o.1 1 16.7 0.1 2 ;;.:; 0.1 2 33.3 o.l 6 
New York Sp 30 20.3 1.6 22 14.9 1.2 54 36.5 2.9 42 28.4 2.3 148 
(20) Su 68 16,2 3.7 60 14.3 :;.:; 195 46-4 10.6 98 23>3 ,_, Ll2l 

A 12 14.1 0.7 16 18.8 0.9 ;o ;;.; 1.6 27 31.8 1.5 85 
111 16.8 1.5 99 15.0 1;.4 281 Ll2.7 ;.8 169 25.7 2.3 66o 

Roseburg, w 0 0 0 0 0 0 0 0 0 0 0 0 0 
Oregon Sp 0 0 0 0 0 0 23 88.5 1.2 3 11.5 o.2 26 
(20) Su 10 21.3 o.r; 1 14.9 o.4 15 31.9 0.6 15 31~9 o.8 47 

A 4 21.1 0.2 0 0 0 ll 51·9 o.6 4 21.1 o.2 19 
14 15.2 0.2 1 7.6 o.l 119 53.3 0.7 22 23.9 o.:; 92 

Ros,..,ll, w 0 0 0 1 14.3 0.1 3 Ll2.9 0.2 3 Ll2.9 o.2 7 
New Mexico Sp 17 8.6 0.9 22 11.1 1.2 108 54.3 5.9 52 26.2 2.a 199 
(20) Su ll4 7.8 2.4 20 ;s.6 1.1 322 57·3 17.5 175 31.2 9.5 561 

A 22 12.6 1.2 9 5.1 o.5 89 ;o.a 4.9 55 31.4 :;.o 175 
83 . 8.8 1.1 52 5·5 0.7 522 55·3 . 7.1 285 :;o.2 ).9 91!2 

Royal w 1 11.1 o.1 4 44.4 o.6 3 ;;.; o.4 1 11.1 o.1 9 
Center, Sp 19 14.5 2.6 32 24.4 4.4 57 4:?.5 7.8 23 17.5 3.1 131 
Indiana Su 32 11.5 4.3 63 22.6 8.6 11,2 5Q.e 19.3 1,2 15.0 '3·1 279 
(8) A 11 15.9 1.5 28 40.6 3.a 21 30.4 2.8 9 13.0 1.2 69 

63 12.9 2.2 127 26.0 4.3 223 45.7 7.6 75 15.4 2.6 h88 

W = Winter (Dee,, Jan., Feb.) N = Number of thunderstorm beginnings. 
Sp • Spring (Mar., Apr., May) '1F = Frequeney, % of :8N 
Su • Summer (June, July, Aug,) f,P = Probability, % of total periods • 
A= Autumn (Sept., Oct,, Nov,) 
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Table 21 (eontd) 
I)' 

Station 
and Years OO-o6 06-12 12-18 18-24 
of Record ~ N %F %P ...!... %F %P ...!... 1<>F ;fp N L 7.? .EL "' 
Saoramento, w :3 15.0 0.2 :3 15.0 0.2 1:3 6;;.o 0.7 1 5.0 o.1 20 
California Sp 0 0 0 7 25.9 o.4 18 66.7 1.0 2 7.4 o.1 ?:"/ 
(20) Su 2 28,6 0,1 0 0 0 4 57.1 0.2 1 14•3 0.1 7 

A 1 5.9 o.l 4 2:3.5 0.2 9 52.9 0.5 :3 17.6 0.2 17 
6 8.4 0.1 14 19.7 Oi.2 44 62,0 o.6 7 9.9 0.1 71 

St, Joseph, W. 5 29.4 o.4 5 29.4 o.3 4 23.5 o.:; :3 17.6 0.2 17 
'llieeouri Sp 60 2:3.8 4.1 51 20.2 ;.4 77 30,6 5.2 64 25.4 4.4 252 
('16) Su 1:36 29.9 9.2 80 17.6 5.4 145 :31.9 9.8 9:3 20•5 6.; 454 

A 48 26.5 3.j :36 19.9 2.5 56 30.9 3.8 ·'41 22,6 2.8 181 
249 27.5 4.3 172 19.0 2.9 282 .:a.2 4.8 201 22.2 3.4 904 

St, Louis, w 6 16.2 o.; 5 13.5 o.; 10 27.0 o.6 .16 4;.2 0.9 :37 
Missouri Sp 73 21.5 4.0 65 19.1 3.5 1o6 ;1.2 5.8 96 28.2 5.2 340 
(20) Su 104 19.4 ;;.6 fYl '16.; 4.7 225 42.1 12.2 120 22.4 6.;; 5:36 

A 31 16,6 1.7 40 21.4 2.2 6o 32.1 3.3 56 ;o.o 3.1 187 
214 19.5 2.9 197 17.0 2.7 401 :36.4 5·5 288 26,2 3.9 1100 

St. Paul, w 1 3:3.3 0,1 1 35.3 0,1 0 0 0 1 :33.3 0.1 3 
Minnesota Sp 41 22.5 2.2 29 15.9 1.6 53 29.1 2.9 59 32.4 3.2 182 
(20) Su 133 24.0 7.2 84 15.2 4.6 164 29,6 8.9 172 ,?1.1 9.3 553 

A 43 27.7 2.4 :35 22,6 1.9 36 2:3.2 2,0 41 26.4 2.2 155 
218 24.4 ;.o 149 16.7 2,0 253 28.7 ,;.;; 273 ;o.6 3·7 89:3 

Salt Lake · w 3 16.7 .0.2 0 0 0 8 44.4 o.4 7 38.9 o.4 18 
City, Utah Sp 21 12.3 1,1 29 17.0 1.6 80 46.8 4.3 41 :;?4.0 2,2 171 
(20) Su 43 9•2 2.3 80 17.1 4.3 246 !52.6 13.4 99 21.1 5.4 466 

A 26 18.,? 1.4 32 22.!} 1.8 68 47.8 ,?.7 16 11.2 0.9 142 
93 11.6 1.3 141 17.6 1.9 4o2 ;;o.3 5·5 '16.? 20.4 2.2 799 

San Antonio, w 1!5 31.2 o.e . 8 16.7 0.4 6 12.!5 o.3 19 39.6 r.o 48 
Texae Sp 80 29.8 4·3 40 14.9 2.2 62 23.1 3.1 .. 86 :;2.1 4.7 268 
(20) Su 20 7·5 1.1 28 10.6 1.5 140 52.8 7.6 77 29.1 4.2 26!5 

A 19 12.3 1.0 17 u.o 0.9 69 44·5 ;.a •50 32.3 2.7 1!5!5 
1:34 18.2 1.8 93 12,6 1.3 277 37.6 :3~8 232 31.5 ,;.2 7:36 

San Diego, w 2 14.3 o.l h 28.6 0,'2 2 14.3 o.r 6 42.9 o.;s 14 
California Sp 3 27.3 0•2 2 18.2 0,1 4 36.4 o.2 2 18.2 0.1 11 
(20) Su 8 33.3 o.4 8 33.3 o.4 6 25.0 0.3 2 8.3 0,1 24 

A '2 13.3 0.1 3 20,0 0,2 6 4o.o 0.3 4 26.7 0,2 15 
15 23.4 0,2 17 26,6 0.2 18 28.1 o.2 14 21.9 0,2 64 

·Sandusky, w a 47.1 0•4 0 0 0 3 17.6 0,2 6 35·3 0.3 17 
Ohio Sp 45 '16.6 2.4 52 19.2 2,8 96 35·!5 5.2 77 28.5 4.2 270 
(20) Su 74 13.1 4.0 89 15.8 4.8 251 ll4.4 13.6 152 26.9 8,2 566 

A 33 22,8 1.8 18 12.4 1,0 !5!5 38.0 ;s.o .?9 26,9 2.1 145 
l6o 16.0 2.2 159 1!5.9 2,2 405 40.5 s.s 274 27.4 }.8 998 

Sandy Hook, w 2 28.6 o.2 1 14.3 o.l 0 0 o.o 4 57.1 o.4 7 
New Jersey Sp 10 12.2 l;O 6 7.:3 0.6 44 53·7 4.4 22 26.8 2,2 82 
(11) Su :39 14.5 :;.a 32 11.9 3.2 139 51.7 13.7 59 21.9 5.8 269 

A 7 13.7 0.7 10 19.6 1,0 19 37·:3 1.9 15 29.4 1.4 51 
58 14.2 1,4 49 12.0 1.2 202 49.4 ;;.o 100 24.4 2.5 409 

San w 6 37·5 o.; 3 18,8 0.2 3 18.8 0,2 4 25.0 o.2 16 
Francisco, Sp 2 40.0 0,1 l 20.0 0.1 1 20,0 0•1 1 20,0 0.1 5 
California Su 0 0 0 3 75.0 0.2 0 0 0 1 25.0 0.1 4 
{20) A 3 37.5 0,2 l 12.5 0,1 :? 37·5 0,2 l 12.5 o.l 8 

11 :?3.3 0,2 8 211,2 o.l 7 21,2 0,1 7 21.2 0,1 33 
San Jose, w 3 33.3 o.2 1 .ll,l 0,1 1 11,1 0.1 4 44-4 0,2 9 
California. Sp 1 ;;o.o 0,1 0 0 0 1 ;;o.o 0.1 0 0 0 2 
(20) Su 0 0 0 2 ;;o.o 0.1 0 0 0 2 50.0 0.,1 4 

A 1 12.5 0,1 l ' 12.5 0,1 5 62.5 o.3 1 12." 0,1 8 
5 21.7 0,1 4 17.4 0,1 7 30.4 0,1 7 30.4 0,1 2.3 

San Luis w 4 40.0 0,2 2 20,0 0.1 4 40.0 0,2 0 () 0 10 
Obispo, Sp 3 15.0 0.2 6 ;o.o o • .:; 8 40.0 o.4 3 15o-O 0.2 20 
California Su 4 28.6 0.2 3 21,4 0,2 1 7>1 0.1 6 42.9 o.3 14 
(20) A 6 24.0 o,;s 6 24.0 o.;; 5 20,0 o.3 8 32.0 o.4 25 

17 24.7 o.2 17 24.7 0,2 18 26.1 0,2 17 24.7 0,2 69 
Sante. Fe, w 0 0 0 1 9.1 0.1 6 54.5 o.3 4 36.4 0,2 11 
New Mexico Sp 8 2.9 0.4 56 20.4 ;.o 172 62,8 9.3 38 13.9 2..,1 274 
(20) Su 9 o.a 0.5 238 20.9 12.9 735 64.6 39.9 155 13.6 8.4 1137 

A 10 4.3 o.6 32 13.6 1,8 152 64.6 a.; 41 17.4 2,2 235 
27 1,6 o.4 '527 19.7 4.5 lo65 64.2 14.6 238 14.4 3o3 1657 

w Winter (Dec,, . Jan., Feb,) N ~ Number of thunderstorm beginnings. 
Sp ~ Spring (Mar., Apr,, May) %F e Frequency, % of EN 
Su.= Summer (June, July, Atig.) %P Probability, % of' total periods. 

A = Autumn (Sept,, Oct,, Nov.) 
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Table 21 {contd} 

Station 
and Yeara xo o6-12 12-lS· 18-24 
ot Record· ~ ..1L %P N # L ..1L ;'oF %P ..1L L ;w .J:!I__ 

·sault w 0 0 0 2 100.0 0.1 0 0 0 0 0 0 2 
Ste. Marie, Sp 15 19.2 o.8 15 19.2 o.8 29 37.2 1.6 19 24.4 1.0 78 
1\fiohigan Su 49 21.7 2.7 52 23.0 2.8 70 31,0 3 .• 8 55 24.3 3.o 226 
(20) A 19 22.4 1,0 15 17.6 o.a 26 :;o.6 1.4 25 29.4 1.4 85 

83 21.2 1.1 84 21.5 1,2 125 32,0 1.7 99 25.3 1.4 391 
Savannah, w 12 22,2 o.7 8 14.8 0.4 12 22,2 0.7 22 4o.7 1.2 54 
Georgia Sp 21 8•3 1.1 39 15.5 2.1 133 52.7 7.2 59 23.4 3.2 252 
(20) Su 29 3.6 1.6 93 11.4 ;.o 525 64.6 28.5 165 2o.; 9.0 812 

A 13 7.8 0.7 18 10,8 1.0 95 56.9 5.2 41 24.5 2o3 lh7 
75 ;.a 1,0 158 12.3 2,2 765 59.5 10.5 287 22.3 3.9 1285 

Scranton, w 0 .C 0 l 33.3 o.l 1 33·3 o.1 l 33.3 o.l 3 
Pennsylvania Sp 10 6.6 o.5 11 1·3 o.6 86 57.0 4.7 44 29.1 2.4 151 
(20) Su 31 6.; 1.7 43 8.7 2.3 281 56.8 15.3 14D 28.3 7.6 495 

A 6 6.8 o.; 13 14.8 0.7 37 J¥.o 2.0 32 36.4 1.8 88 
47 6.4 o.6 68 9.2 0,9 4D5 55.0 5.5 217 29.4 ;.o 737 

Seattle, w 0 0 0 0 0 0 0 0 0 2 100.0 0,1 2 
Wa~;hington Sp. 1 3.6 o.l 1 3.6 0,1 20 71.4 1.1 6 21;4 0.3 28 
(20) Su 6 9.1 o.3 9 13.6 o.5 23 34.8 1.2 28 42.4 1.5 66 

A 2 6.; 0,1 4 12.9 0,2 19 61.3 1,0 6 19.4. o.3 31 
9 7.1 o.1 14 11.0 0.2 62 48.8 0,8 42 33.1 0.6 127 

Sheridan, w 0 0 0 0 0 0 0 0 0 0 0 0 0 
Wyoming Sp 4 ;.a 0.2 11 10,5 0,6 65 61.9 3.7 25 23.8 1.4 105 
(19) Su 49 9.6 2,8 59 11.6 3.4 299 58,6 17.1 103 20.2 5.9 510 

A 8 17.0 o.; 8 17.0 . o.5 20 42.6 1,2 11 2}.4 0.6 47 
61 9.2 0.9 78 11,8 1.1 384. 58.0 5.5 139 21,0 2,0 662 

Shreveport, w 2h 19.0 1,3 25 19.8 1.4 34 27,0 1.9 43 34.1 2.4 126 
Louisiana Sp 82 23.4 4.4 65 18.6 3.6 115 32.9 6.3 68 25.1 4.3 350 
{20) Su 47 10.4 2.5 69 15.3 3.7 244 54.0 13.2 92 20.4 ;.o 452 

A 25 17.0 1.1-~o l6 10.9 0.9 67 45.6 3.7 39 26,5 2,1 ll;7 
178 lh.6 2.4 175 16.3 2.4 460 42.8 6,3 262 24.4 3.6 1075 

Sioux City, w 1 20,0 0.1 0 0 0 0 0 0 4 eo.o 0,2 5 
Iowa Sp 45 20,2 2.4 34 15.2 1~8 76 34.0 4.1 68 30.5 3.7 223 
(20) Su 176 ;so.; 9.6 89 15.3 4.8 l4D 24.1 7.6 177 ,30.4 9.6 582 

A 39 26,2 2,1 22 14.8 1,2 33 22.1 1.8 55 36.9 }.1 ll$ 
261 27.2 3.6 145 15.1 2.0 24.9 26,0 ;.4 304 31.7 4.2 959 

Spokane, w 0 0 0 0 0 0 2 100,0 0,1 0 0 0 •2 
Washington Sp 1 2.5 0,1 3 7-5 0,2 24. 60.0 1.3 12 30.0 o.6 4D 
(20) Su 34 22.7 1.8 18 l2,0 1,0 50 33.3 2.7 48 32.0 2.6 150 

A 4 17.4 0.2 4 17.4 0,2 a 34.8 0.4 1 30.4 0.4 23 
39 18,1 o.5 25 11,6 0.3 84 39•1 1.2 67 31.2 0.9 215 

Springfield, w 8 21,6 o.4 1 18.9 o.4 12 32.4 0.7 10 27.0 o.6 37 
Illinois Sp 81 2o.; 4.4 78 19.6 4.2 121 30.4 6.6 118 29.6 6.4 398 
(20) su 130. 20.2 7.1 88 13.6 4.8 268 41.5 14.6 160 24.8 8.7 646 

A 44 20.5 2.4 49 22.9 2.7 49 22,9 2.7 72 33.6 4.0 214 
263 29·3 3.6 222 17.1 ;.o 450 34.7 6,2 36o 27.8 4.9 1295 

Springfield, 'If 20 35.1 1,1 8 14.0 o.4 11 19.3 0.6 18 31.6 1.0 57 
1\fissouri Sp 75 22.4 4.1 70 20.9 3•8 99 29.6 5.4 90 26.9 4.9 334 
(20) Su 128 23.3 7 .• 0 84 15.3 4.6 221~ JJ).B 12,2 114. 20.7 6,2 550 

A 46 25.9 2.5 26 14.6 1.4 70 39.3 3.8 36 20,2 :?..0 . 178 
269 24,.0 3·7 188 lh.a ·2.6 404 36.1 5.5 258 23.1 3.5 1119 

Syracuse, w l 10.0 0,1 2 20.0 o.1 2 20.0 O,l 5 ;o.o o.:; 10 
ll'ew' York Sp 20 11.2 1.1 28 15.7 1.5 84 47.2 4.6 4tr 25.9 2.5 178 
(20) Su 66 11.7 3.6 77 13·7 4.2 274 48.8 cl4.9 lW+ 25.6 7·8 561 

A 19 13.6 1.0 17 12.1 0.9 64 45.7 3.5 4D 28.6 2.2 140 
106 11.9 1.5 124 14.0 1.7 4.24 47.7 ;.a 235 26.4. ,.2 889 

Tacoma, w 1 lh.7 0•1 1 16.7 0.1 4 66.7 0.2 0 0 0 6 
Washington Sp 0 0 0 2 10.5 o.l 15 78.9 o.a 2 10.5 o.1 19 
(20) su 6 9.7 o.3 a 12.9 0.4 34 54.8 l..8 14. 22.6 o.s 62 

A 0 0 0 8 "·" o.4 9 37·5 0.5 7 29.2 o.4 24 
1 6.3 o.1 19 17.1 0.3 62 55·9 o.8 23 20.7 0.3 111 

f!lllllpe., w 21 26.6 1.2 14 17.7 o.s 27 ;4.2 1.5 17 21.5 0.9 79 
Florida Sp 24 8.2 1.3 45 15.4 2.4 lh5 56.4 9.0 58 19.8 3.a 29'2 
(20) Su 52 3·7 2.8 235 lh.l:l 12.8 890 63.5 48.3 226 16,1 12.3 14D3 

A 9 2.5 o.; 36 10,0 2.0. 241 67.2 1,3.2 73 2o.4 4.0 359 
106 s.o 1.4 330 15·5 ~5 1323 62,1 18.1 374 17.5 4.4 2133 

l'l' = Winter (Deo,, Jan., Feb.) N • Number of thunderstorm beginnings. 
Sp • Spring (Mar., Apr., Kay) %F • Frequenoy, % ot EN 
Su = Summer (June, July, Aug.) %1' .. Probability, % o:f. total periods. 
A a Autumn (Sept., Oct., Nov.) 
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Table 21 (eontd) 

Station 
and Years 00-ob Q6:12 llHll 18-24 

"of: Record ~ ..!.. JL _a_ ..!.. L ..2... _!_ -2.. _L ..!.. .1!... f,P ...EL 
;.{' 

'l'a.toosh w 6 25.0 o.; 5 20,8 o.; 6 25.0 o.;s 7 29.2 o.I~ 24 
Island, Sp 0 0 0 1 20,0 o.1 2 4o.o o.1 2 1$).0 o.l 5 
washington Su 5 25.0 o.; 4 20.0 0,2 7 35.0 o.4 4 20,0 o.2 20 
(20) A 5 14.3 o.; 7 20,0 0.4 6 17.1 o.:; 17 48.6 0,9 ~ 16 19.0 0,2 17 20.2 0,2 21 25.0 o.3 30 35·7 o.l~ 
Taylor, Yi f?l 31.0 1,5 20 23~0 1,1 15 17.2 0,8 25 28.7 1.4 rrr 
Texas Sp 83 23.9 4.5 < 84 24.2 4.6 102 29.4 5·5 78 22.5 4.2 347 
(20) Su 22 6,2 1.2 35 9.8 1.9 231 64.9 12.5 68 19.1 3.7 356 

A 26 13.0 1.4 39 19.5 2.1 96 49.0 5.4 37 16.5 2,0 200 
158 16,0 2,2 178 18.0 2.4 4L6 45.0 6.1 208 21.0 2.8 990 

Terre 1Y 7 ;;.; 1.0 4 19.0 o.6 6 28,6 o.e 4 19.0 o.6 21 
Haute, Sp 50 24.9 6,8 39 19.4 5.3 57 28.4 7.8 55 f?"/.4 7·5 201 
Indiana Su 55 17.1 7.'3 49 15.2 6.7 155 ~.2 21.1 63 19.6 8,6 322 
(8) A 16 15.7 2.4 14 12,2 1.9 58 50.5 1·9 25 21.6 ;.4 115 

130 19.8 4.4 lo6 16.1 3.6 f?"/6 42.0 9.4 147 22.~ 5.0 659 
Thomasville, w 26 24.5 1.4 23 21.7 1.3 39 36.8 2,2 18 17.0 1,o lo6 
Georgia Sp 46 12.3 2.5 70 18.6 3.e 200 53.6 10.9 57 15.3 3.1 373 
(20) Su 28 2.4 1.5 198 16.9 10.8 765 65.3 41.5 180 15.4 9.8 1171 

A 8 3.:? o.4 24 9.6 l,;i 180 71.6 9.9 39 15.5 2.1 251 
108 5·7 1.5 315 16.6 4.3 1184 62.3 16.2 294 15.5 4.c 1901 

Toledo, w 7 33.3 o.4 ; 14.3 i:J,:? 5 23.8 0.3 6 28.6 o.; 21 
Ohio Sp 59 21.6 3.2 39 14.4 2.1 86 31.6 4.7 86 31.8 4.7 f?"/0 
(20) Su 93 16.5 ;.o 72 l2.7 3.9 252 44.6 13.7 149 26.4 8.1 566 

A 32 21.3 1,8 22 14.7 1,2 52 34.7 2.9 44 29.3 2.4 150 
191 19.0 2,6 1;6 13.5 1.9 395 39.:? 5.4 285 28.,? 3·9 1007 

Topeka, 1Y 6 26.1 o.; 2 8.7 o.1 9 39.1 o.; 6 26.1 o.; 23 
Kansas Sp 85 25.9 4.6 47 14.3 2,6 rrr 26.; 4.7 109 33.2 5·9 328 
(20) Su 171 29.8 9·3 72 12.5 3.~ 164 28.5 8.9 168 29.2 9.1 '375 

A 53 23.3 2.9 37 16.2 2,() 69 30.:; ;~.e 69 30.3 3.6 228 
315 27.3 4.3 158 13.7 2.:? 329 28.:;' 4.5 352 30.5 4.6 11!'4 

Trenton, w 2 4o.o 0,2 1 20,0 0,1 0 0 0 2 4o.o 0,2 5 
New Jersey Sp 12 11.1 1,0 l2 11.1 1,0 47 43·5 3·9 37 34.3 ;.1 108 
(13) Su 29 8.1 2.4 32 8.9 2.7 184 51.3 15.4 114 31.8 9.5 359 

A 9 15.2 o,e 4 6.6 0.3 28 47.5 2.!~ 18 30.5 1,5 59 
52 9.8 1.1 49 9.2 1,0 259 48.8 5·5 171 :;2.2 3.6 531 

Valentine, w 0 0 0 0 0 0 0 0 0 0 0 0 0 
llebrMka Sp 22 15.3 1,2 20 13.9 1,1 42 29.1 2e.3 6o 41.6 3·3 144 
(20) Su 98 19.1 5.3 56 11,3 3.2 186 36.3 10,1 170 33.2 9.2 5l2 

A 19 21,1 l,C 10 l1.1 u,6 30 33.3 1.6 31 34.4 1.7 9C 
139 18.6 1.9 88 u.s 1.2 258 :$!1.6 3.5 261 35.0 3.6 746 

Vicksburg, w 41 29.1 3.0 21 14~9 1.6 45 31.9 3.3 34 24.1 2.5 ll;1 
Mississippi Sp 62 19.9 4.5 48 15.4 3.5 l21 38.9 8.e 80 25.7 5.8 311 
(1:} Su 43 7.7 3.1 63 11.3 4.6 352 6;.1 25.5 100 17.9 7.2 556 

A 22 13.6 1,6 20 l2.3 1.5 94 57·9 6.9 26 l6.o 1.9 362 
168 14.; 3.1 152 13.0 2~8 612 ')2.2 11,2 21$) 20.5 4.4 1172 

Walla w 0 0 0 0 0 0 0 0 0 1 100.0 o.1 1 
l'falla, Sp 1 2,0 o,1 5 1o.o o.; 33 66.0 1.8 11 22.0 o.6 50 
Washington Su 33 21.2 1.8 22 14.1 1.2 50 ;e.o 2.7 51 32.7 2.0 156 
(20) A 6 19.4 o.3 3 9.7 0,2 11 35.5 o.6 11 35·5 0.6 31 

4o 16.6 o.5 30 12.6 o.L~ 94 39.5 1.3 74 31.1 1.0 238 
Washington, w 9 40.9 Oo5 1 4.!3 0.1 4 18~2 o.2 8 :;6.4 o.4 22 
D. c. Sp 28 13.2 lo5 17 8.0 0.9 94 44.3 5.1 73 34.4 4.0 212 
(20) su: 46 8.6 2.5 35 6.5 1,9 285 53.3 15.5 169 31.6 9.2 535 

A 17 15.2 0.9 6 5.4 o.:; 45 1$).2 2.5 44 39.3 2.4 ll2 
100 11.4 1.4 59 6.7 0.8 428 ~.6 5.9 294 ;;.4 4.0 881 

Wausau, w 0 0 0 0 0 0 l 100,0 0,1 0 0 0 1 
Wisconsin Sp 11 16.2 1.0 15 22.1 1.4 22 32.4 2.0 20 29.4 1.8 68 
(12) Su 42 18,1 ;.a 50 21,6 4.5 89 38.4 8,1 51 22•0 4.6 232 

A 11 19,0 1,0 13 22.4 1.2 18 31.0 1.6 16 f?"/.6 1.5 58 
64 17.8 1.5 78 21.7 1,8 130 36.2 3.o 87 24.2 2.0 359 

Wiehita, w 6 16,8 o.:; 9 28.1 o,:; 7 21.9 0.4 10 31.2 o.6 32 
Kansas Sp 90 28.5 4.9 47 :ul.9 2,6 91 28.8 4.9 87 f?"/.6 4.7 315 
(20) Su 166 29.4 9.0 96 17.0 5.2 146 25.8 7.9 156 27.6 8.5 564 

A 50 23.2 2.7 :;6 16.7 2,0 68 31.5 3·7 62 28,7 :;.4 216 
312 f?"/.7 4.3 188 16.7 2,6 312 f?"/.7 4.3 315 28,0 4.3 llf?"/ 

w .. Winter (Dec., Jan., Feb) N : Number of: thunderstorm beginnings. 
Sp Spring (Mar., Apr., May) foF m Frequency, % of bN 
Su ~ SU!llll1!>r (June, July, .Aue.) %P : Probability, % or total periods. 
A: Autumn (Sept., Oet., Nov,) 
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Table 21 (contd) 

Station 
and Years 06-12 12-18 18-24 
of' Record ~ N j'.F %!' N %F ;'.P N %F f.,p EN 

Williston, w 0 0 0 0 0 0 0 0 0 0 0 0 0 
North Sp 6 11.1 0.4 9.3 o.4 26 48.2 1.9 17 31.5 1.2 54 
Dakota. Su 55 15.8 4.0 15.8 4.0 120 34.4 8.7 118 33.9 8.6 348 
(15) A. 6 17.6 0.4 11.8 0.3 10 29.4 0,7 14 41.2 1.0 34 

67 15.3 1.2 14.7 1,2 1;;6 35·7 2.8 149 34.1 2.7 436 
Wilmington, w 12 26,1 0,7 13,0 o.3 l2 26.1 0,7 16 34.8 0.9 46 
North Sp 46 19.2 2•5 36 15.0 2.0 86 35.9 4.7 71 29.7 3.9 239 
Carolina Su 78 10.8 4.2 106 14.6 ;;.8 349 48.2 19.0 192 26.5 10.4 725 
(20) A 24 16.6 1.3 27 18,6 1.5 66 45.5 3.6 28 19.3 1.5 145 

l6o 13.9 2.2 175 15.2 2.4 513 44.4 7.0 307 26,6 4.2 1155 
Winnemucca; w 0 0 0 0 0 0 0 0 0 0 0 0 0 
Nevada. Sp 4 ;.9 o.2 10 14.7 0,5 1.6 66,2 2,4 9 13.2 0.5 68 
(20) Su 6 3.6 0.3 25 14.8 1.4 114 67.4 6,2 24 14.2 1.3 169 

A 2 4.9 0,1 4 9.8 0,2 31 75.4 1.7 4 9.8 0,2 41 
12 4.3 0.2 39 14.0 o.:;; 190 68,2 2.6 37 13.3 0.5 278 

Wytheville, w 2 20.0 o.1 1 10.0 0,1 4 40.0 0,2 3 ;o.o 0,2 10 
Virginia. Sp 16 9.0 0.9 33 18.5 1.8 92 51.7 :;;.o 37 20.3 2,0 178 
(20) Su 21 4.5 1.1 55 11;1 ;.o ~ 6j,() 16,1 ':J( 20.7 5.3 469 

A. 4 4.9 o.2 7 a.; 0.4 54 6;.9 ;.o 17 20.7 0.9 82 
43 ;;.a 0,6 96 1;.u 1,j 1#> 60,2 6.1 154 20,8 2,1 73'9 

Yankton, w 0 0 0 0 0 0 0 0 0 1 100.0 0.1 1 
South Sp 41 20.0 2,2 27 lj,2 1.5 61 29.8 3.3 76 37 .l 4.1 205 
Dakota. Su 146 27.7 1·9 87 16,;; 4·7 107 20.3 ;,o 106 35.3 10,1 526 
(20) A 35 29.4 1.9 10 8.4 o.6 36 30.2 2,0 38 31.9 2,1 119 

222 26,1 3.o 124 14.6 1.7 204 24.0 2,8 301 35.4 4.1 851 
Yellowstone w 0 0 0 0 0 0 0 0 0 0 0 0 0 
Park, Sp l 1.1 0.1 13 13.8 0.7 68 72.4 3.7 12 12.tl 0,6 94 
Wyoming Su 26 3.8 1.4 101 14.6 5·5 430 62,4 23., 134 19.4 7·3 691 
(20) A 6 5.7 o.; 17 16.2 0,9 66 62.8 }.6 16 15.~ o.y 105 

33 3.7 0.5 1j.l. J.4;( J.~/.:l 564 6;3.4 7.? 162 18,2 2,2 890 
Yuma, w 0 0 0 0 0 0 2 100,0 0,1 0 0 0 2 
Arizona Sp 0 0 0 1 7o7 0,1 5 38.1 0.3 7 54-.L o.4 13 
(20) Su 28 25.7 1.5 17 15.6 0.9 39 ;;;.a 2.1 35 3~.1 1.9 J..Ly 

A 11 14.9 o.6 8 10.8 0,4 41 55.4 2,2 14 18,9 0.8 74 
39 18.7 0.5 26 12.5 0.4 f57 41.8 1.2 56 26.9 o.s 208 

W"' Winter (Dec,, Jan,, Feb,) N = Number of thunderstorm beginnin~s. 
Sp = Spring (Mar., Apr,, May) %F = Frequency, % of' EN 
Su = Summer (June, July, Aug,) %P = Probability, % of total periods. 
A= Autumn (Sept., Oot., Nov.) 
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darkness) or DNP (during p.m. hours of darkness). In the breakdown 

of the data for the analysis that follows, DNA occurrences were 

placed in the first quarter of the day and DNP occurrences in the 

last quarter. The hours were, of course, local standard time. 

Although the occurrences were tabulated, in the original data, for 

each of the 24 hours of the day, the analysis was made on the basis 

of four 6-hour periods, marked 00-06, 06-12, 12-18, and 18-24 on the 

24-hour clock and usually designated in the discussion as periods 1, 

2, 3, and 4, respectively. This division was decided upon after a 

preliminary inspection of the nature of the diurnal variations and 

also favored because it agrees with common practice. As the work 

progressed, it became apparent that a breakdown on a 3-hourly basis 

would have added significant results; such a refinement is left to 

other investigations. The data are too few to justify an hourly 

breakdown .. 

258.. In addition, the· quarter-day data were analyzed on a 

seasonal basis, December, January, and February constituting the 

winter, etc. This analysis might profitably be refined on a monthly 

basis. 

259., Table 21 lists in alphabetical orde.r the 192 stations 

used in the analysis and contains all the data used in the charts 

following. The table also contains probability figures, in percent, 

pertaining to the various periods and seasons, in the column headed 

%P. For any quarter day and season the probability percentage was 

obtained by dividing the number of thunderstorm beginnings (i.e., 

oeourrences) by the total number of' such quarter days in the period 
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of record. At Abilene, Texas, for instance, there were 186 thunder­

stor.m occurrences in the quarter day 12-18 in the summer during the 

period of record. There are 92 such quarter days each summer (June, 

July, and August) and in 20 years there are 1840 •. Dividing 186 by 

1840 gives 10.1% as %P, which is thus the probability of' the occur­

rence of a thunderstor.m in Abilene in summer between the hours 12 

and 18. The chance ofoccurrence.is about 1 out of 10. The %P 
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value on the fifth line of the tabulation for each stationis the 

probabili~y of an occurrence during the particular quarter day through­

out the year - not as useful a probability as the seasonal probabilities. 

260. The frequency percentage (%F) of the tabulatio~s is obtained 

by dividing the total number of occurrences for one quarter day of any 

one season by the total number of occurrences during the same season. 

In the same Abilene quarter~day period, 12-18, the total number of 

occurrences ( E N) for the summer is 379§ The. percentage frequency 

for the quarter day 12-18, summer season, thus becomes 186 divided 

by 379, or 49.1 (%F). This simply means that of all the thunderstorms 

that occur at Abilene during the summer months, 49.1% occur during the 

quarter day 12-18, period 3. The %F values in the fifth line of the 

station data give the same relation between the quarter-day occurrences 

and the total number of occurrences for the.whole year (EN, fifth line). 

261. Annual. Figure 84, "Annual Diurnal Variation of Thunder­

storm Frequency," shows the distribution of the last-named values of 

%F. The dominance ~f the 3d period is clearly evident. A large area 

in which its dominance is greatly modified, however, or even completely 

suppressed,. begins in Kansas and Missouri, spreads northward and .. 
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fanwiso, northwestward and ~ortheastward. A similar suppression can 

be observed in the Great Lakes region, particularly on the eastern or 

southern shores (Chicago, Grand Haven, Ludington, Buffalo); in extreme 

southern Texas (Del Rio, Corpus Chri-sti, Galveston); and at Atlantic 

Coastal stations from Hatteras to Nantucket. Phoenix also falls into 

this class. Variations from the dominant 3d period are also apparent 

at West Coast stations but cannot be considered too significant because 

of the small number of total occurrences. 

262. A better view of the distribution of the diurnal variation 

(of all annual occurrences) can be obtained from the four subsidiary 

maps which are all included in figure 85. In this chart a map was used 

for each quarter-day period and on each were plotted the values of % F 

obtained from the fifth line of station data. in table 21, the same values 

shown in thehistograms of the chart of the annual diurnal variationJ 

.figure 84. If the variation were purely random, nn equal number of 

thunderstorms would occur each quarter day, that is, each w:mld show a 

25% rcenta.ge frequency. In constructing the maps of figure 85 a 

percentage from 20 to 30 was considered to be one showing a random or 

11normal11 distribution ?lld areas containing these percentages have the 

lightest shading. No shading at all denotes an area of frequency below 

20%, L e. , be low normal. Two subdivisions are denoted of areas a.b ove 

normal, moderate shading being used for areas of frequency 31 to 50% and 

heavy shading for areas of frequency over 50%. 

263. The map for the lst period shows most of the country with 

subnormal frequency. The significant normal area is the Middle West 

from Texas to Minnesota and Wisconsin, with extensions across Lakes 
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Superior and Jlichigan.. Slight areas of normal frequency also appear 

along the coasts but only two extreme coastal points, Hatteras and San 

Francisco, show above-normal frequencies. 

264e The 06-12 map shows that this is the period of' .least thunder-

storm activity, with a f'ew scattered, small areas of' normal frequency. 

The most notable increase from below-normal to normal frequency occurs 

along the Gulf Coast and the easternand southern portions of' Florida .. 

The Middle West still preserves a scattered tendency toward normal, and 

an outbreak approaching normal is noticeable in the region of Santa Fe 

and Grand Junction. However, most of the so-called normal percentages 

on this map are actually below 25%. 

265. The 12-18 map shows the frequency predominantly above 
. 

normal and much of it evan above 50%. In the Midwest region, however, 

which showed normal frequencies in the 1st period 'while most of the 

rest of' the country showed below-normal, a normal frequency is maintained 

except f'or a small area of' below-normal cantered at Lincoln, Nebraska. 

266o On the 18-24 map it is this area again whioh is outstanding. 

It shows an increase to above-normal frequencies while the rest of the 

country shows a rapid subsidence to normal and even below. The most 

rapid decrease from the 12..:18 maximum frequencies is in the predomi-

na.ntly mountainous sections and in the Gulf' region. 

267.. There are: only a few sm.e.ll areas, practically points, that 

show up as no~l throughout the four periods:~ a small area around 

San luis Obispo, California; a point between La Crosse and Jladison, 

Wisoonsin; ud a point on the Texas border a little west of Brownsville. 
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268. Winter. Figure 86 shows the histograms of the winter thunder­

storm occurrences. No chart of the type of .figure 85 is offered for this 

season although the basic data for such an analysis are contained in table 

21. From an inspection of figure 86, if only stations with at least 20 

occurrences (i.e., one per 13eason) are considered, the important fact 

emerges that there is no predominating quarter day in the winter season. 

The one-per-season line would run from Cape Henry to Charlotte, then to 

Pittsburgh and Erie, and finally westward to include the southern portions 

of Ohio, Indiana, Illinois, and Iowa. It includes an area of three or 

more occurrences per season (60 or more for the period o.f record) which 

extends from the Gulf Coast to the Ohio River. The northern boundary of 

the latter region is an arc from Ft. Worth to Evansville and Louisville 

and then to Jacksonville. The maximum number is at Pensacola but 

Jacksonville exceeds all other Florida stations. There is a probable 

maximum at Vicksburg if the latter's 15-year record is extrapolated to 

20 years. On the West Coast, Tatoosh Island, Point Reyes, e.nd Sacramento 

show 20 or slightly more while Eureka shown 40. 

· 269. Very .few of the stations with at least 20 occurrences show 

any of the four periods with a frequency appreciably in exc.ess o.f 30%• 

Among the . .few that do are Washington, D. c., with over 4o% in the 1st 

period, Parkersburg with over 40% in the 4th period, Savannah with over 

40% in the 4th period, Kansas City with over 50% in the 4th period, and 

Sacramento with over 5o% in the jd period. However, even within a 

limited region, there is no consistent maximum period. The characteristic 

minimum period of the. annual chart, the 2d period, seems to be a fairly 

common minimum on the winter chart - more common, at any rate, than any 



maximUm. period~ but with many exceptions, even its appearance as the 

maximum period at Pensacola, Charlotte, and Atlanta, for example. 

The tendency throughout is toward What has previously been called a 

random or normal distribution, that is, toward the equalization of 

the frequencies in all the four periods of the day, although the 

distribution is most nearly even along the Gulf Coast and in Texas. 
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270. The highest percentage probability of thunderstorm occur­

rence .for the winter season is 3.3 at Vicksburg for the 3d period 

(see table 21), approximately a one-in-thirty chance of occurrence. 

There are a number of zero. probabilities - for all four periods at 

some western and Rocky Mountain stations (also at Houghton, ~chigan), 

and for scattered periods, even the 3d (at Nantucket), in.the East. 

In only two of the latter cases does the total number of occurrences 

exceed 20 - at Nantucket and Raleigh; in all other cases showing any 

zero probability the total number of occurrences is less than 20. 

271. It is evident that winter thunderstorms in the United 

States are mainly frontal in origin although convergent action not 

associated with fronts is also a cause. These phenomena have some 

diurnal variation, but the magnitude of the variation is not usually 

great enough to dominate the thunderstorm distribution, which remains 

fairly uniform or random throughout the four periods of the winter 

day. Since the thunderstorm is caused by frontal or convergent 

action upon unstable air, the diurnal variation of atmospheric in­

stability must also be considered. Both conditional and convective 

instability have such a variation. It is largely a duplicate of the 

diurnal surface-temperature variation: a maximum in the 3d period 
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and a minim:U:m: in the 2d. However 1 in winter the temperature variation 

. 1 th .. i th th . d ft . . . .1 •t .d ( 1o) l.S · ess an . n e o er seasons an · o en, as prevJ.ous y cJ. e , 

insufficient to produce instability in the lower layers, even strength­

ening the atmosphere 1 s natural stability by formation of the surface 

inversion., The latter is steepest at the time of the millimum tempera-

ture, usually early in the 2d period~ 

272.. Spring. On the spring diurnal-variation chart (figure £57) 

an actual maximum of 426 occurrences appears at Cairo and there are 

also over 4oo at Ft. Smith, Little Rock, and Cincinnati, but extrapo.;. 

lation of a 12.oyear record at Dallas giVes 412 a:nd extrapolation of a 

7-year record at Broken Arrow gives 520. Only West Coast stations and 

Yuma now show· 20 occurrences or less and at practically all the stations 

on the immediate West Coast there has been a decrease of occurrences 

since the winter season. North Head is the only station with zero 

occurrences for the sprihgseason. 

273e The general 3d-period maximu_m now becomes definitely visible. 

Ita percentage frequency climbs toward 50. and occasionally higher, at 

most East Gulf and inland Atlantic stations while in the Rocky :Mountains 

it climbs to 60 and even 75. Its dominance is less in the states 

between the Lakes and the lower Ohio River Valley and disappears entirely 

within the Ls.ke region and also in the region that .fans out .from. East and 

Central Texas to Minnesota and North Dakota. 

274. In the regions characterized by the dominant 3d period there 

is some variation in the order of the frequency magnitudes in the other 

three periods. If the periods, numbered 1 to )...J. as previously explained, 

are arranged in the descending order of the magnitudes of their percentage 
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frequencies, then the type of variation in the Northeastern States 

(disregarding coastal stations), tor instance, can be described as 

3-4-1-2, meaning that the highest .frequency occurs in the 3d period, 

the next highest in the 4th period, etc. Farther South, in. the 

Carolinas, the variation is 3-4-2-1 and$ when the Gulf is reached, it 

may be 3-L~-2-1, 3-2-4-1, or 3-4-1-2.. The characteristic Rocky Mountain 

sequence varies from 3-~2-1 to 3-2-4-1. 

275., The most even distribution occurs now in the Lake to Ohio 

River region~ Texas, at the Atlantic Coastal stations, and in 

region roughly between the 90th and lOOth meridians. The most consist­

ent distribution .in these e.reas can be described as 4o..3-l-2, with the 

maximum value seldom exceeding 35%. ~!l:ore consistent here is. the 

appearance of the 2d period as the minimum. It is because of this 

fac-a that the combined. occurrences of periods 2 and 3 (roughly day­

light periods) are always exceeded by the combi:qed occurrences. of 

periods 1 and 4 (roughly nighttime periods), producing the nocturnal 

maximum of thunderstorm activity in this area. Period 3 often 

second magnitude and even when third in magnitude it is not much 

exceeded by period 1 or 4; occasionally it may be .. first in magnitud~ -

but not by much~ 

276. However, this analysis does not verify the observation 

sometimes made that the. maximum activity in the Midwest is during 

the first quarter day& The maximum activity seems to be generally 

in the last quarter day and the third quarter is n9t far behind. 

It is possible that an analysis on a 3--hourly basis would alter the 

conclusions. 
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277. An odd distribution, 4-3-2-1~ is found at both Key West 

and Yuma. At Key West the same sequence was observed in the winter. 

278. The maximum probability of occurrence in the spring is 

at Jacksonville - 11.4% in the 3d period (see table 21); the chances 

are thus about one in ten that Jacksonville will experience an after­

noon (12-18) thunderstorm in the spring. A few zero probabilities 

occur in the Far West. 

279. It is evident that during the spring the insolational 

thunderstorm, or at least the thunderstorm in which insolation is an 

important factor, is coming into dominance. Its influence seems to 

be most effective in the mountain areas where the 3d period is 

definitely the most outstanding. In mountain areas insolation 

actually produces an added effect. By heating the mountain slopes 

more than the free air it produces an up-slope valley wind which 

aids in the production of the afternoon thunderstorm; at night the 

absence of' insolation causes the mountain slope to cool more rapidly 

by radiation than the free air, thus producing the down-slope 

mountain wind which inhibits thunderstorm genesis. The up-slope 

valley wind usually begins during the 2d period and it may be this 

fact which is responsible for the displacement of the minimum fre­

quency to the 1st period in the mountain area. In the eastern part 

of' the country the only stations comparable to the mountain stations 

of the West are Asheville and wytheville; it is noteworthy that at 

these stations the 3d-period frequency is in excess of so%, even 

exceeding 7s% at Asheville in the summer. The 3-4-2-1 variation can, 

' in fact, be called the mountain or orographic type. 
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280. At Atlantic Coastal and Gulf stations the insolational effect 

is complicated and usually dampened by the sea breeze, itself a result of 

the unequal insolational heating of land and water surfaces. The sea 

breeze puts a stop to the rise of temperature of the land-surface air and 

also produces an inversion at a low level. In most oases this eliminates 

the thunderstorm possibility unless active dynamic features compel it • 

. In some places like the Gulf Coast, however, where condensation levels and 

levels of free convection are low, the sea breeze may act as a oold front 

to set off' an early thunderstorm, as early as the 2d period. The f'ric-

tional retardation of the landward current (a downwind decrease of' velooi ty) 

has also been adduced as a cause of' coastal thunderstorms (35). These are 

possible explanations of the occasionally high frequency value of' the 2d 

period in this region. However, comparably high frequencies al.so charac-

terize the 1st and 4th periods at such stations, these periods constitut.,. 

ing the land-breeze portion of' the day. In part, the frequencies may be 

augmented by thunderstorms at sea which are observed from the land, since 

both theory and observations indicate maximum convective activity over 

sea surfaces at nighto The diurnal variation in the Great Lakes region 

also represents a complexity of' such effects. The so-called nocturnal 

maximum of' thunderstorm activity over the Middle West, hardly explicable 

by either orographic or maritime influences, will be discussed in 

paragraphs 301-9. 

281. Summer. On the summer chart (figure 88) .the greatest number 

of' occurrences is l403 at Tampa, with Jacksonville, Thomasville, Santa Fe, 

a.nd Pensacola, in tho.t order, following. Each has over 1100 occurrences. 

There are no zero totals at all in summer and all stations with totals 



under 20 are confined to California and the Pacific Coast. At some of 

the latter points there has been a further decrease since the spring. 

282. The chief feature of the diurnal variation in the summer is 

the further emergence of the 3d-period maximum. Its percentage fre­

quency has :now climbed to over 60 i:n the Southeast, to 75 i:n the Rockies 

and at topographically comparable stations i:n· the East such as. Asheville,. 

In the Northeast, its percentage frequency is between 50 and 6o and it 

has definitely emerged as the dominant period for the first time in 

Texas, Arkansas, eastern :Missouri, and in the region between the Lakes 

and theOhio River .. It has gained dominance even at places like Boston, 

Nantucket, Hatteras, Key West, and Buffalo; at these places, however, 

the 3d-period frequency is still mostly under 5o%. 

283. In the regions mentioned above there is thus overwhelming 

evidence Of the importance of the i:nsolational effect, whether direct 

or' contributing. Its effect is still somehow counteracted, however,· 

in a region spreading northward and f'anw:ise from Oklahoma.. Here the 

comparative f'requencies, i.e., the sequences of the magnitudes, are 

still as they were in the spring~ As before, the 3d period is occas­

sionally highest but the 1st period seldom, and the differences between 

1st, jd, and 4th periods are not great. But the 2d period is always 

lowest~ The result, to repeat, is that the combined number of occurrences 

in periods 1 and 4 always exceeds the combined number in 2 and 3, pro­

ducing the so-called nocturnal :maximum. 

284. Along the Gulf Coast, a tendency that could be seen emerging 

in the spring becomes more evident. The 2d period now ranks second in 

frequency. At Galveston it is actually first by a narrow margin - 32e9% 

against 32.4 f'or the 3d period. 
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285. The highest probability of occurrence in the summer is at 

Tampa - 48~3% for the 3d period (see table 21} ~ Thus, on any summer 

af'ternoon atTampathere· is practically a 50-50 chance of a thunder­

storm o.ccurrence. A. few zero probabilities still show on the West 

Coast, some even for the 3d period. 

286,. In figure 89 the summer variations have been graphically 

analyzed in the manner of figure 85, which was for the annual varia­

tions. The. main features of the two c.harts ar~ Il1uch the same, as they 

should be since the annual totals are made up of summer occurrences 

predominantly. In the lst period some above-normal areas appear in 

the Middle West on the summer chart which did not appear on the annual 

char-t, indicating an intensifica-tion in the summer season of wha-tever 

phenomenon is responsible for the peculiar.distribu-bion. Greater fre­

quencies appear on the Gulf Coast in the 2d period on the summer charts. 

The small area of below-normal frequency a-b Lincoln on -bhe winter .chart 

has moved to Yankton on the sunnner chart. In the 4th period, an above­

normal area in Texas is eliminated on the summer chart. In that regipn, 

as has been seen, the diurnal variation changes from spring to StUili!l.er, 

and spring contains the month of ma:x:imum occurrence, May. 

287. Autumn. The autumn season {figure 90) shows, in general, 

a diminution of the strength of the 3d-period maximum. It is par­

ticularly evident in the Northeastern States where what is lo.st to the 

3d period .is transferred mostly to the 4th- possibly: the maritime 

effect again coming to the fore as insolation decreases. At some. 

stations like Portland (Maine), Eastport, Nantucket, and Atlantic City 

this change results in a definite 4th-period maximum. Also apparent, 
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particularly at the latter stations, is a.n increase in the percentage 

frequency for the lst period. Similar oha.nges are evident in Texas, 

and to a lesser extent, in the Southeast. The "nocturnal" region is 

still about the same as in the summer and shows about the same distri­

bution of percentage frequencies. 

288;, The maximum number of' occurrences for the autumn is 384 at 

Key West. There are no ze.ro totals, and totals of' 20 or less .are still 

confined to California and the Pacific Coast. Most of the extreme 

coastal stations in the.latter region show an increase of' occurrences 

since the summer. 

289. The highest probability of' occurrence is 13.2% in the 3d 

period at Tampa and the few zero probabilities are confined to the 1st 

and 2d periods at some Far West stations (see table 21). 

290• NulD.erical relations. All the charts of diurnal variation 

discussed thus far contain sufficient data to make possible the evalu­

ation of the magnitudes involved in the diurnal variation. Table 21 

lists the numerical values, as well as the percentage frequencies and 

probabilities. However, the numerical relations are not easily seen. 

In order to make them clear, the summer thunderstorm distribution 

(numerical) is repeated on a. set of' five charts. The first, figure 91, 

shows both the numerical averages anJ. the isoceraunics for the entire 

day for the summer season of June, July, and August. The following 

four charts, figures 92-95, show the average numberg of occurrences 

and the isoceraunios for each of the quarter-day periods. It should 

be remembered that these charts are for thunderstorm occurrences and 

and not thunderstorm days. They are also only roughly representative 

... 



of the annual distribution because .the May maximum in Texas is excluded 

and also because more winter thunderstorms occur in the Gulf States 

than elsewhere. 

291. However, on the total chart, figure 91, which includes the 

occurrences for all four periods, there appear the expected maxima 

over Florida and New Mexico, with a col or saddle over the Central 

States where the values increase from Del Rio to Kansas City and 

the~ decrease again towarq Canada. Isoceraunics have been drawn for 

every eight occurrences on this chart. On the maps showing the 

numerical distributions for each quarter day the isoceraunics are 

drawn for every two occurrences so that, if exactly one-fourth the 

total number of occurrences occurred in a quarter period, the gradient 

over such a region would remain the same on the quarter-day map as on . 

the total map. A steepened gradient would appear over a region where 

the quarter-day occurrences were in excess of 25% of .the total and a 

weakened gradient 'Where they WE~re less. 

292. The 00-06 map (figure 92) shows a startling change from 

the. over-all pattern. The gradient has weakened throughout except in 

the Middle West, where it has. strengthened. The area of maximum 

occurrence for the 'Whole United States is now around Kansas City .. 

Southeast of .the Lakes region, along the Gulf Coast, and along the 

Atlantic C.oa.st from New York to Georgia, the nocturnal maritime effeot 

shows up in an increase of occurrences eastward, i.e., seaward - a 

tendency not observable on the over-all chart. The Santa Fe .maximum 

has been replaced by a distinct minimum, one reason being that this 

is the period of the down-slope mountain wind •. Away from the West 



Coast the actual minimum point is at Atlanta • a total of' only 5 occur-

rences in 20 years. In this connection it may be mentioned that, in 

an analysis of' the ostensible causes of' thunderstorms at St& Louis, 

Oklahoma City, Brownsville, and Atlanta, a cooperative project·of' the 

Weather Bureau and the University of' Chicago (36) f'ouri.d the insolational 

type of' thunderstorm most predominant at Atlanta. 

293. The 06-12 map (figure 93) restores the over-all m.axima, with 

some disp1acement6 The Florida maximUm. is now over Pensacola and on the 

peninsula itself' Miami is the highest. A trough appears from Texas 

northward. EXcept for the West Coast, this trough contains the minimum 

values of the map in its southern half from West Texas to Eastern 

COlorado. It might be considered an eastward displacement of the Rocky 

Mo\mtain trough of' the previous period. The Appalachians appear as a 

divide between a secondary maximum on the west side and a secondary 

minimum on the east side - a condition attributable, in theory at least, 

to the windward and leeward effects of' this ridge on the prevailing 

westerlies. In general, the gradient has steepened since the last map 

except in the Mississippi and Missouri Valleys, where it has weakened. 

That region has a comparatively moderate numerical frequency. 

294. The 12-18 map (figure 94) shows an extraordinary steepen-

ing of gradient throughout. Neglecting the West Coast, the northern· 

p . • .· 

Lake region, a.Ud the Long Island Sound area, the areas of minimum 

occurrence are eastern Nebraska and extreme southern Texas - which 

could be interpreted as a displacement farther eastward of the Plains-

Rockies trough of the previous map.. The maximum value is now at Ts.mpa 

with a very steep gradient toward KeyWest and Miami. The Santa Fe 

,, 



maximum is retained, now def'initely including other stations on .the 

eastern slopes of' the Rockies. A secondary maximum also appears at 

Helena, separated from the Santa Fa-Cheyenne isoceraunic ridge by 

low values at Lander and Salt Lake City. This trough, also seen on 

the previous map, is intensified by contrast V'dth the adjoining 

maxima. 

295. It is noteworthy, also, that the maximum value at Kansas 

City on the oo.:.o6 map (9.2) is now equaled at the same station on this 

map. Kansas City, during.this period, is on a line oriented SSW-NNE 

from southern Kar.isas to southern Minnesota, east of which there has 

been an increase of occurrences since the first period and west of 

which, up to the Nebraska trough, there has been a decrease of occur-

ranees. 
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296. An interesting convolution of' iso.ceraunios is evident over 

the Great Lakes. It canbedesoribed as a trough southeast of Lake 

Superior, a ridge west of Lake Michigan, a trough east of Lake Michigan, 

another ridge west of' Lakes Huron and Erie, .. and then a trough east of' 

the latter f'ollowed by a ridge whioh seems to pat"allel the Appalachian 

Highlands. The east;..shore troughs are no doubt the effect ofthe 

stabilization of air in its .eastward passage over the La.kes, whose sur.,. 

£ace temperatures are consistently lower than land-surf.ace temperatures 

on summer afternoons. In Pennsylvania, Maryland, and Virginia, a trough 

appears again on the east or leeward side of the Appalachians. 

2g-(. On the 18-24 map (figure 95) the actual maximum, exceeding 

even values .in the Sou-theast, is at North Platte, with r.einforoement 

at Phoenix and El Paso. At Phoenix and North Platte the occurrences in 
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the 4th period exceed the occurrences in the 3d. A curved line from 

Dodge City to Kansas City to La Crosse now separates a region on the 

east where occurrences have decreased since the last map, from a 

region on the west where occurrences have increased since the last 

map. The Midwest trough has moved farther east, its axis now approxi-

mately from Corpus Christi to Dubuque. Part of the area formerly in 

-
the trough is, as previously indicated, under the influence of the 

North Platte maximum. Looked at differently, it is possible to say 

that the North Platte isoceraunic ridge moves eastward to Kansas City 

by 00-06 (the next period) and disappears, or merges with adjoining 

ridges, on the following two maps. 

298. Along the Great Lakes during the 4th period there appear 

to be troughs on the west side and ridges on the east side of each 

Lake area. In the eastern part of the country the high points are 

Charlotte, Macon, and Tampa. A trough tendency still appears along, 

or slightly east of, the Appalachian Divide in Tennessee-North Carolina. 

An east;...west ridge extends from Washington to Pittsburgh to Cincinnati. 

299. A further expression of the magnitude of the activity in 

the nocturnal-thunderstorm belt can be obtained by plotting a chart of 

thunderstorm occurrences in the summer but excluding the occurrences 

during the hours 12-18, the 3d period •. On such a chart (not reproduced) 

the area of, roughly, Kansas, Iowa, and Nebraska, which is a comparatively 

low area on the over-all summer chart, becomes the area of the secondary 

maximum. Its values are exceeded only by those in Florida. The Santa Fe 

maximum is lower. Additional maxima of the secondary order (20 plus) 

occur also at Wichita, Terre Haute, and Cincinnati. 



300. Maximum hour. Although no analysis of the diurnal variation 

by hours has.been made for this report, the hours of maximum thunderstorm 

occurrence have been investigated during each of the summer :months, June, 

July, and August. The data showed too much scatter to allow the construe-

tion of isochrones connecting points with the same maximum hour. However, 

a predominance of early afternoon and even forenoon hours. (11-14, inclusive} 

was found in the Gulf, northern Lake and Southeast Coastal region, a large 

number of 13-14 maximum hours in both the southern Appalachian and Rocky 

Mountain regions, and a scattering of maximum hours between 18 and 04 in 

the nocturnal-thunderstorm region of the Middle West as well as the 

lower Lake region and the southern New England Coast. Elsewhere the 

maximum hour is predominantly 17 or 18. There are no maximum. hours 

between 07-10, inclusive, while 15, 16, and 18 are close behind the 

apparently predominant maximum hour of 17. 

301. The excessive occurrence of nocturnal thunderstorms is not 

pecuUar to the United States. It is generally agreed, for instance, 

that nighttime thunderstorms are more common than daytime thunderstorms 

over oceans. c. E. P. Brooks (5) quotes Meinardus as stating that the 

period of maximum occurrence over the ocean is 00-04. The report of 

the H. M. S. Challenger quoted by Shaw (37) shows that of 235 occur-

ranees of thunder and lightning over the open sea 44.6% were during 

the hours 00-06 and 48.5% during the hours 18-24. Shaw (38) also 

gives figures indicating nocturnal maxima of thunderstorm activity in 

the Caribbean and the open ocean near the West Indies, and the absence 
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of' .a nooturnal minimum in the Gulf of' Mexico. The explanation usually 

accepted f'or this widespread phenomenon is the apecialnatU.re of the 

diurnal variation of' atmospheric instability over oceanic areas. Over 

land the time of' maximum insolation and therefore maximum surface heat-

ing is also the time of maximum instability. The open sea. surface, 

however, has a diurnal temperature range of' only about 1 F while that 

of'.the atmosphere at a height of' 500 to 1000 meters is severaltimes 

as great (5), so that vertical tempera.ture gradients favoring oonvection 

occur most frequently in the early morning hours when the atmosphere as 

a whole is cooling by radiation. 

302. Coastal stations have also been found to have apparently 

anomalous periods of' maxilllum. ·thunderstorm activity. Over coastal 

Germany, for iristance, there is a tendency toward a 06-09 maximum (?) 

This can be attributed to the instability of' maritime air at that time 

and to the f'act that it is also the time of' the greatest temperature 

increase from land to sea, the resulting land breeze perhaps acting as 

a minor cold front. 

303. No widespread continental area of' maximum nocturnal thunder-

storm activity is well know.n outside of' the United States, although 

isolated station averages that may represent significant areas have been 

noted. One such case is that of' Cordoba in the Argentine interior where 

the 1st and 4th periods each account f'or 29% of' the total thunderstorm 

(5) 
occurrences Many explanations of' the phenomenon have been of'f'ered. 

. It is obvious that any factor tending to steepen the lapse rate or to 

realize potential instability can be the cause, and the only factor 

automatically ruled out in the consideration of' the causes of' nocturnal 
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thunderstorm activity is insolational heating. Fronts, topographic 

barriers, convergent-flow patterns, heating from below due to the 

higher temperatures of the surface traversed, cooling aloft due to 

radiational losses from moist to dry layers, convective instability 

attained by evaporation of rainfall, advection of warmer air in the 

lower layers or colder air in the upper layers any of these may 

cause the nocturnal thunderstorm. However, properly to explain the 

nocturnal maximum, a causative fe.ctor must be found which has a geo-

graphical distribution similar to that of the region of the nocturnal 

thunderstorm maximum and which also has a corresponding diurnal vari-

ation. Not until recently has an explanation fulfilling these require­

ments been found. This was done by Means in a paper previously cited (7). 

The author generously permitted the Hydrometeorological Section the use 

of his material while. still unpublishedo In the published version there 

have been some changes in charts and data that do not, however, affect 

their use in this report. 

304. Means chose Omaha as a representative station because it 

was well located with reference to the general area of nocturnal thunder-

storm occurrences and bec~use radiosonde and upper-air wind data were 

available •. Of 69 thunderstonn occurrences in 1941, he selected 51 as 

classifiable with respect to the principal factor contributing to the 

instability prior to the formation of the thunderstorm. These factors 

and the number of occasions each was considered to be the principal one 

are listed below~ 
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Evaporation f'rom precipitation ••••••• 6 cases 

Frontal lifting ...... -.... •-• .•.... -•••. 4 II 

Surf'ace heating or turbulence •••••••• 8 II 

.Advective cooling aloft •••••••••••••• 5 
tl 

Advective warming in lower layers •••• 28 I! 

Of the last type, most of' the occurrences were at night, def'ined by 

Means as 8 .m. to 8 a.m. Apparently this type contributed nwst to 

the nocturnal maximum. 

305. In addition to the evidence of' consecutive radiosondes~ 

the f'act of' advective warming can. also be indicated, as ]n:eans does, 

by the pattern of' the isobars and isotherms on a fixed-level chart. 

On the assumption that the flow is approximately horizontal and 

.gradient, any instance of' isobars crossing isotherms meansadvective 

cooling or warming and a condi tio!l of' closely packed isobars perpen­

dicular to closely packed isotherms indicates the greatest advecti ve 

ef'f'ect. If' the f'low indicated by the isobars is f'rom warm to cold, 

the advection is of warm air. In figure 96, taken om the Monthly 

Weather Review for the months indicated, the mean monthly isobars 

and isotherms atthe 5,0oo:.. and 10,000-footleveis for July and 

August 1941 are shcrwn. They indicate, first, a maximum warming effect 

over the main area of nocturnal thunderstorm activity. Second, they 

show the warming to be more rapid at the 5,000- than at the 10~000-

foot level, which means a definite average steepening of the lapse 

rate due to that effect. These conditions are typical of mean surtmier 

charts. 
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306. The type of advection can also be demonstrated from the 

variation of the wind with height. It can be shown (39) that the wind 

turns with height within a layer in such a way as to become more nearly 

parallel to the orientation of the mean isotherms of that particular 

layer. The vectorial difference between the wind at the bottom of the 

layer and the wind at the top _of the layer is called the thermal wind~ 

which is a vector that parallels the mean isotherms, directed so that 

the colder air is on the left, and with its magnitude directly propor-

tional to the mean-temperature .gradient in the vicinity. For the 

simplest illustration, a. wind speed constant with height can be a.ss.umed. 

If, in such a. case, there is a veering of wind direction with height 

(e.g., from south to west), the thermal wind, or vectorial difference, 

is directed from northwest to southeast. The warmer a.ir is therefore 

southwest of the station (to the right of the thermal wind vector), 

southwest also being the mean wind direction of. the layer. Thus a 

veer--ing of wind with height indicates a.dvective wanning and, similarly, 

a backing with height indicates a.dvective cooling. 

307. A hodogra.ph of the winds aloft (a. plot of the wind vectors 

at various levels from a. common origin) will therefore portray the 

variation of the a.dvecti ve effect with height. For any given layer 

the a.dvective effect is proportional to nthe area. swept out by the 

wind vector, 11 that is, the area. of the triangle made by the lower 

wind vector, the upper wind vector, a.nd the thermal wind vector, which 

is equal to 1/2 v1v2 sin A where A is the angle between the lower and 

upper wind vectors, v1 and v2 • Twice the area of the triangle, or 

V1V2 sin A, can also be used for comparative purposes. In terms of 
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the area (or twice the area) a veering ofwindwith height is considered 

neigative, a backing positive. 

308. In figures 97 and 98, reproduced from his paper, Means has 

evaluated the quantity v1v2 sin A from wind-resultant data for stations 

in the United States found in the Airway Meteorological Atlas (34). 

The negative areas indicate advective warming. Its maximum occurrence 

can be noted over the Midwestern area of interest. Alsoj comparison 

of the two figures shows that the warming is greater in the layer from 

the surface to 3 km (figure 97) than in the layer from 3 km to 5 km 

(.figure 98), which is a type of variation of the advective effect with 

height favoring the production of instability. 

309. Finally, in figure 99, also taken from Means, the same values 

.for the Midwestern region are plotted separately forthe four pilot-

balloon observations of each day in order to demonstrate the diurnal 

variation of the advective factor in the layer, surface to 3 km. A 

sharp diurnal variation is evident, with the maxima at the 2300 and 

0500 EST observations, which agrees with the diurnal thunderstorm vari-

ation in the region. 

Days with more than one thunderstorm 

310. The availability of two practically concurrent records; 

one of thunderstorm days and the other of thunderstorm beginnings, 

suggested the possibility of discovering the distribution of areas in 

which more than one thunderstorm per day was likely and an examination 

o.f the likelihood of such multiple occurrences within those areas. 

The period of record for the thunderstorm occurrences (or beginnings) 
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is the 20 years, 1906 to 1925 (Gregg's data), while the period of record 

for the thunderstorm days is 1904-23, from Alexander's second paper on 

the distribution of thunderstorms in the United States (3). Only the 

averages (to whole numbers), rather than the totals, were compared, 

making it unnecessary to extrapolate to 20 years any data that were for 

a shorter period. Considering the nature of the data and the final 

·results, this method was sufficiently accurate. 

311.. It was surprising to find a number of stations which, in 

this comparison, had actually fewer thunderstorms than thi.mderstorm 

days. This cannot be attributedentirely to differences in periods of 

record, either. The day is, naturally, the calendar day and, therefore, 

a thunderstorm lasting through midnight makes one occurrence, but two 

thunderstorm days. However, no such negative differences were used; 

in such cases the difference was always called zero. 

312. On such a basis, then, the annual number of thunderstorm 

occurrences in excess of thunderstorm days for each station was plotted 

on the map shown in figure 100 and lines of equal excess occurrence 

drawn. Assuming the occurrence of more than two thunderstorms per day 

to be unlikely enough to be negligible. ".;;he values indicated can be 

interpreted to mean the average annual number of days on whichmore than 

one thunderstorm occurs at the particular station. Actually each 

number is the excess of thunderstorm beginnings or occurrences over the 

number of calendar days with thunderstorms. Percentages, representing 

this excess as a percentage of the average number of calendar days on 

which tnunderstorms occur, were also computed and plotted but the chart 

is not reproduced because it did not make the over-all pattern any more 



21S 

comprehensible. The method resulted, in fact, in what seemed to be 

false emphasis when, as in the Pacific States, an excess of only one 

occurrence produced a percentage of 25 because of the low frequency 

o.f thunderstorm days. Such a percentage was exceeded at only a few 

other stations. 

313. The Section had an opportunity to test the validity o:f the 

method used by examining the detailed record of thunderst.orm occurrences· 

at Detroit during the years 1906-1925. In these 20 years the excess of 

thunderstorm occurrences over thunderstorm days appeared to be 43 

(835- 792). The detailed record showed, however, that there were 109 

occaSions during the 20 years when.a thunderstonn occurred on the same 

calendar day as another. This means that 66 (i~e., 109- 43) of these 

occurrences were masked by the practice of designating two days vlith 

thunderstorms when one occurrence straddles midnight. Actually, though, 

there were more than 66 occurrences through midnight; there were 82, but 

16 of them did not affect the record in the same way because another 

thunderstorm occurred later in the second day. The occurrence was 

counted an extra one only on the day that it began. By this analysis 

of the detailed data, then, the average annual excess of thunderstorm 

occurrences over thunderstorm days at Detroit is 4. By the method 

used in developing figure 100 it was 2. 

314. There is also a distinct possibility that most of the· 1906-

25 records underestimate the number of thunderstorm occurrences. 

Observers will naturally differ in deciding'whether prolonged thunder­

storm activity consists of one or more distinct thunderstorms since 

the decision is often, at best, an uncertain one. The less conscientious 
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may decide that only one thunderstorm occurred because such a decision 

simplifies the written record. More important, however, is the fact 

that a station making continuous observations 24 hours a day will be 

. more distinctly aware of multiple occurrences. There were no such 

stations in 1906-25. Means (7) made a count .:;:£' thunderstorm occurrences 

at Omaha Airport for the period 1937-41. Comparison with the thunder-

storm-day count for the same years shows an average excess occurrence of 

13 while the value used in figure lQC is only 5. The data reported by 

the cooperative .thunderstorm project of the Weather Bureau and the 

University. of Chicago ( 36) includes a tabulation of thunderstorm days 

and. thunderstorm occurrences at. Atlanta Airport :for the years 1939-43. 

The:r:-e were 405 thunderstorm occurrences against ::?99 thunderstorm days 

during this period, which gives an average excess occurrence of 21, 

while the value of figure 100 for Atlanta is just l. On the other hand_. 

through the courtesy of W. A. Mattice, a thunderstorm-occurrence count 

is available for the years 1905:-43 for Washington, D. C. The count is 

1623 compared with a thunderstorm-day total for the same period of 1459. 

The average excess .occurrence thus becomes 4, which is exactly the 

value used in figure 100. Nevertheless, the fact that the recent 

Atlanta and Omaha records are. from airports is. of extreme importance 

in evaluating these comparisons. Only. continuous observations can 

provide the true thunderstorm-occurrence record. 

315. · An examination of figure 100 does not readily reveal any 

important patterns,. although it may he remarkable that isolines can be 

drawn to circumscribe any appreciable areas whats.oever. The larger 

numbers, except in Florida, are not confined to the regions of greatest 
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frequency of thunderstorms nor are the smaller numbers, except on the 

West Coast, confined to the regions of least frequency. The percentage 

pattern, as previously mentioned, changes all but the zero areas but 

does not offer a more comprehensible distribution. The comparatively 

large excess in Florida is, however, probably significant. Bily (lS) 

has mentioned the likelihood of recurrence in the normal or local 

thunderstorm situation at Tampa and the extreme unlikelihood of recur-

renee when the storm is frontal. A priori, it was also considered 

possible that a region in which quasi-stationary frontal activity was 

frequent would also be revealed as a region of maximum recurrence of 

thunderstorms. This seems to be confiri!led by the pattern in the Lower 

Lakes and Ohio Valley region, a common location for quasi-stationary 

fronts. There is also an excess pattern which bears an approximately 

parallel relation to the Continental Divide, another characteristic 

location for a quasi-stationary front. But here the excess is chiefly 

asummertime phenomenon, while the front is a phenomenon of the cooler 

months. 

316. The chart and the discussion are offered chiefly as a 

rough though inadequate guide to the distribution of the recurrence 

phenomenon and to avoid the waste of anyone's repetition of this 

particular technique. The proper approach must be through individual 

and detailed station data, preferably from airport stations keeping 

a 24-hour observational watch. In such an investigation the days with 

thunderstorms should be defined as days in which thunderstorms begin. 

This will avoid the midnight problem and also reduce the number of days. 

Whether any pattern will emerge from such a study is problematical. 

.. 



Diurnal variation of rainfall 

317. In previous sections it. has been shown that the relation 

between thunderstorm activity and rainfall is not always direct and 
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that the. relation varies both geographically and temporally. A com,­

parison of the diurnal variations of rainfall and of thunderstorm 

activity might also be made. Results of such a comparison are suggested 

in available tabulations of the diurnal variation of rainfall at various 

stations. Most of these tabulations have been published in the Monthly 

Weather Review. Wherever such tabulations were available, this report 

has reorganized the data to make the values comparable to the 6-hourly 

diurnal thunderstorm distribution. Because additional data were also 

available, comparisons of the monthly variations of thunderstorm and 

rainfall values have been included (figures 101-118). 

318. The data for each station are charted on a separate figure 

which is divided into two parts, the upper showing the variation of the 

elements by months, the lower the variation of the elements diurnally 

and seasonally after the fashion of the investigation of the diurnal 

variation of thunderstorms.· In so far as possible, the data were 

reduced to the same periods and units for all stations. For some 

months and some seasons, however, not all the rainfall data were 

available and in two cases there were no available diurnal-variation 

data. For the monthly variation, the thunderstorm-day monthly averages 

from the 1904-43 period of table 1 and figures 28-31 were used. For 

the diurna1 variation the thunderstorm-occurrence values from the Gregg 

data were used (table 21). Three types of rainfall data are shown on 

the charts. One is average rainfall (R). The monthly values of R are 
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monthly averages of rainfall from comparative-data summaries. The 

seasonal 6-hourly values of Rare from the diurnal-variation tabula-

tions.used, which are usually for periods of record from 10 to 20 

years. Another rainfall value charted is frequency in hours (F). 

This usually means the average number of hours in which .01 inch or 

more of precipitation occurred. At some stations F was based on a 

count of hours with a trace or more, in one case on hours with 0. 10 

inch or more, and in two others on actual duration. The pertinent 

facts are always indicated on the charts.. The third rainfall value 

charted is that of hourly intensity (I) which is simply R divided by 

F for the particular period considered. In the following discussion 

the abbreviations R, F, and I, will be used, and the thunderstorm 

curves will be referred to as T curves, although they are identified 

on the figures by the usual thunderstorm symbol. 

319. At many of the stations, it will be seen, there is a 

definite tendency toward both higher intensities and longer durations 

of rainfall at night. This tendency has previously been noted in 

the literature. One of the theories explaining the effect has been 

that the higher relative humidity of the atmosphere during this 

period of lower temperatures reduces the evaporative capacity of the 

air. Rain can therefore fall through it without so much depletion by 

evaporation. Shipman (4o), in fact, offers that suggestion in explana­

tion of the phenomenon at Ft. Smith, Arkansas. In a recent paper (4l), 

R. V. Dexter suggests that the tendency toward a maximum in both the 

amount and in the width of the band of warm-front rainfall in the early 

morning hours may be accounted for by the radiational (insolational) 
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heating of the warm-sector air near the surface during the day. This 

increases the surface wet-bulb temperature more rapidly than the wet-

bulb temperatures aloft; hence the convective instability of the surface 

layer is increased. By early morning the air ascending the warm-front 

surface has undergone sufficient lift to cause saturation and the reali­

zation of the convective instability of the layer. On the otherhand, 

the air which ascends during the day has been cooled by radiation during 

the preceding night, resulting in a decrease in its convective instability. 

320. There is still another possible explanation. Isobars in 

general make acute angles with a front and the front lies in the trough 

of .low pressure. Any decrease of the component away from the front 

while the component toward the front remains unchanged or increases 

will thus produce convergence. Nongradient effects like friction cause 

a deflection of the wind toward lower pressure and therefore can cause 

an increase of the wind component against the front and a decrease of 

the wind component away from the front. Such a deflection is greatest 

when the wind is lightest and the air most stable, greatest therefore 

at night. At a cold front, friction produces convergence at any time. 

But ~dth strong winds and a k-type air mass on the cold side and light 

winds (and stabilized air) on the warm side, the noct~rnal effect will 

be to decrease the warm-air component away from the front while the 

cold-air component moving the front will tend to remain constant. The 

result will be added convergence in the lowest layers. At the warm 

front it is the cold air which is moving away from the front and, if 

its stability is sufficiently pronounced, the nocturnal effect will 

again be toward a decrease of its component away from the front and the 

production of added convergence. 
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321. Humphreys {42) has pointed out that, because of comparative 

cloudiness in the warm sector and comparative clearness in the cool 

sector of the extratropical cyclone, there is a tendency to develop an 

increased temperature contrast and therefore a greater cyclonic inten-

sity at night. Also, because of thermal convection, there is a greater 

retardation of' the flow of cold air by night than by day. 

322. It has been suggested by Means (7) that, because nocturnal 

storms are not insolational in origin and the mechanism is dynamic 

(frontal, convergent, or advective) and therefore not self-liquidating 

like the insolational mechanism, the storm is likely to be of longer 

duration. The high F values of the 1st and 4th periods at many of the 

stations may be examples of this effect. Means found the average dura.-

tion of daytime thunderstorms at Omaha to be about 85 minutes, while 

the average duration of nighttime thunderstorms was about 120 minutes. 

323. Nevertheless, there is no pattern of the diurnal variation 

of rainfall that applies everywhere, as the analyses of the available 

station data demonstrate. Hann (43) realized this and therefore said: 

Studies of available records do not ~~rrant making a. 
concise statement of the general characteristics of diurnal 
variation of intensity of rainfall; one can only present 
some of the more distinct types ••• o In the continental type 
of the temperate zone there is a. principal maximum in the 
afternoon and a lesser maximum in the early morning hours, 
while the prominent minimum occurs between midnight and 4 a.m., 
and a secondary minimum between 8 a.m. and noon. In the 
oceanic type, the times of principal maxima and minima. are the 
reverse of those in the continental type. 

However, his types are contradicted by some of the station data that 

follow. 
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324. The most noteworthy exceptions to the continental pattern 

are Kansas City (44), Lincoln (45), and Topeka·(46), figures 101-3, 

stations definitely continental but also definitely within the area 

of excessive nocturnal thunderstorm activity. Where the data are 

av~ilable, R, F, and I are highest in the 1st or 4th periods all 

seasons. Also, since the average number of thunderstorm occurrences 

in the lst or 4th period is not much greater than the number of occur-

rences in the 3d period, the indications are that the nighttime thunder-

storms in this regi9n last longer, produce more rain, and are characterized 

by higher intensities than the daytime thunderstorms. 

325. Similar but less extreme effects appear at the stations on 

the edges of the nocturnal thunderstorm zone: Oklahoma City (47), 

Fort Smith (4o), Sault Sainte Marie (4B), Lansing (49), Chicago (50), 

and Springfield, Illinois (5l)·, figures 104-9. Though T often peaks 

in the 3d period of these stations, the peak is not as outstanding as 

at stations definitely outside the nocturnal thunderstorm region, and 

T for periods 1 and 4 combined usually exceeds T for periods 2 and 3 

combined .in all but the sunnner season. However, in all seasons R and F 

are at a maximum or nearly so in the nighttime periods 1 and 4, thus 

exceeding the total daytime R and F. Intensity values are also usually 

higher in periods 1 and 4. All the effects are more pronounced in the 

spring and autumn than in summer. Unusually consistent patterns of the 

diurnal variation of F through all seasons are shown at Oklahoma City 

(2wl-4-3) and Fort Smith (2-3-4-1). It should be noted that F values 

are low at Oklahoma City because they are based on actual duration, and 

even lower at Springfield because they are based on hours with 0.10 or 

more instead of the usual .01 or more. 



226 

326. The continental 3d-period maximum in all elements all 

seasons is shown best at New Orleans (52 ), figure 1101 and also 

indicated by the partial data available for Tampa (53), figure lll, 

although these stations can reasonably be classified as maritime. 

However, a similar variation appears at the more definitely continental 

stations: Memphis (54), Nashville (55), Syracuse (56), and Denver (l4), 

figures 112-15. At .these stations, and also at Portland, Maine 
(57) 

and Baltimore (5B), figures 116-17, the available data show the conti-

nental type of variation most distinctly in the summe~ season. In 

other seasons, particularly spring and fall, although T still peaks in 

the 3d period with decided minima in the lst and 4th periods, the. R, F, 

and I values show an apparent nocturnal increase. The confinement of 

the nocturnal effect to these seasons emphasizes its connection with 

frontal rather than air-mass or local activity. At San Francisco (59), 

figure 118~ the maritime intensification of nocturnal activity becomes 

apparent in the high R and F values for the 1st and 4~h periods during 

the rainfall season~ A remarkable all-season consistency of the F 

variation is displayed by Baltimore - a 2-1-4-3 pattern. At this 

station a minimum F accompanies the 3d-period maximum in the other 

elements, while the much greater values of F in the 1st and 2d periods 

have apparently little effect on R. 

327. The monthly-variation portions of the charts of rainfall-

thunderstorm relations simply repeat for specific points the variation 

in thunderstorm frequency and average precipitation already indicated 

in the distribution charts previously described (figures 28-31 and 

38-41). With some exce.pti;ns, the additional F and I curves, when 



available, show a fairly consistent pattern, with maximum F in winter 

and minimum in summer, and a reversal of this pattern in I. From 

McDonald's data for New Orleans (52) , it has also been possible to 

compare monthly variations of F for various magnitudes of hourly 

intensity (figure 119). 

328. A few other pertinent summaries of the diurnal variation 

uf rainfall have appeared which have not been adapted for the type of 

graphical analysis used in this report. In a study at Los Angeles, 

French (bO) found that the hourly frequency of rains of .01 inch or 

more was 14% greater in the hours (all l~cal standard time in this 

discussion) 6 p.m. to 6 a.m. than in the period 6 a.m. to 6 p.m. R 
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was 23% greater in the first-mentioned period. The greatest F, aJmost 

13% in terms of probability, occurred in. the ho~r 5-6 a.m.; the least, 

less than gfo, in each of the hours 4-5 p.m. and 12-1 p.m. The greatest 

hourly total of rain, over 16 inches from 1905 to 1913, occurred also 

between 5-6 a.m. and the least, about 8.5 inches, in the hour 4-5 p.m. 

At Galveston, Tannehill (6l) found the maximum hourly F to be at 9 a.m. 

for hourly rains of· .01 inch or more, 0.10 inch or m::>re, and 0.20 inch 

or more. Otherwise, however, the variation of the hourly frequency of 

the.O~inch-or-more amounts was only a rough, qualitative guide to the 

variations of the higher intensities. Tannehill explained the fall of 

frequency after 9 a.m. as due to the suppression of convection by the 

. ' ( 62) . 
sea breeze at Galveston. Lover~dge found max~mum R and F occur-

ring around 4 a.m. at Honolulu, with secondary maximum between 8 and 

10 p.m., and minima between noon and 2 p.m. The variation was intensi-

fied in a summer month like July. Additional studies of the monthly 
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variation of F have been made at Philadelphia by Mindling (63) and at 

(64) 
Havre, Montana, by Math ·• 

329" Figure 120, after Kincer (65), is an over-all picture of 

one aspect of the diurnal variation of rainfall during the months f'rom 

April to September~ inclusive. · On it are shown the percentages of' the 

total rainfall in these months occurring between the hours 8 p.mo and 

8 ·a.m., EST. This period is approximately equivalent to periods 4 and 1 

in the f'oregoing analysis; in the Middle West, in particular, there is 

only a one-hour discrepancy. The chart in general supports the conclusion 

of' greater nocturna,l R values, especially in the nocturnal-thunderstorm 

region where a 65% center can be observed. Values above 50% are also 

indicated near San Francisco and along the western portion of' the Mexican 

border. Percentages less than 50 occur over the Rockies and in the East 1 

the lowest value.s being on the Gulf' Coast, with low centers· around New 

Orleans and Tampa. No conclusions as to;duration and therefore intensity 

can be drawn f'rom this type of chart. 

330. While data were lacking for a country-wide study of the 

diurnal variation of rainf'all of selected intensities, there were data 

· available for a class of intensit.ies defined as "excessive"* by the 

Weather Bureau. These have been discussed in an earlier section where 

it was pointed out that Yarnell (24) had published monthly charts of 

their frequency distribution although the available tabulated data 

were not comparable for northern and southern stations. However, the 

tabulations (in the annual Report of the Chief' of the Weather Bureau 

* See footnote page 128. 
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and later in the. Meteorological Yearbook) included, through 1936, 

the time and date of each occurrence of excessive rain at every 

reporting station. These provided the basic material for a study 

of the diurnal variation. .The occurrences thus investigated were 

for the same period of record as Yarnell's charts - 1904-35. It 

was reasoned that the discontinuity in criteria for tabulation, which 

mars the distribution charts, would probably not result in a discon-

tinuity in diurnal variations. That such an assumption was valid is 

indicated by the results in figure 121, in which the distributions of 

the percentages of excessive-rain occurrences are shown for each 

quarter day, annually and for the summer. The resemblance to figures 
1 

85 and 89,which exhibit similar analyses of thunderstorm occurrences, 

is amazing. The same divisions and shadings are used on all four 

charts to facilitate comparison. It would be possible to substitute 

one of the excessive-rainfall charts for the corresponding thunder-

storm chart with only slight loss in accuracy of .detail. Within the 

limitations of the tabulated data, it can be said that the diurnal 

variation of excessive-rain occurrences is identical with the diurnal 

variation of thunderstorm occurrences in the same region and that 

therefore a region of pronounced nocturnal thunderstorm activity is 

also a region of equally pronounced nocturnal occurrence of excessive 

rain. 
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CHAPTER III 

THE RELIABILITY OF AREAL RAINFALL DETERJnNATION 

Need for reliability determination 

332. The results of cooperative storm studies by the U. s. 

Engineer Department and the Hydrometeorological Section are summarized 

in the form of duration-depth-area data. In the general field of 

hydrology, average depths of basin rainfall in individual storms, 

based on either arithmetic or weighted means of rainfall observations, 

are :used to establish rainfall-runoff relations. It is important to 

know the limits of error involved in such use of rainfall data. The 

relation between the accuracy of the areal rainfall determination and 

the density of the observational network is also involved in the design 

of a rain-gage system for an experimental basin or a reporting network 

for the purpose of flood forecasting. The optimum number and spacing 

of the gages depends finally, however, on the precision desired. 

333. Thunderstorm rainfall is especially characteri.zed by 

extreme irregularity of areal pattern. The isohyetal map may feature 

a number of cells or centers produced by scattered outbreaks of local 

thunderstorms. Even when the rainfall is general thr.Jughout a large 

area for the entire period of storm activity, the total-storm isohyetal 

map often shows several intense centers with sharp rainfall gradients. 

The usual network of rain gages is too widely spaced to provide an 

adequate picture of the rainfall distribution in either type of storm. 

Consequently, the estimation of volumetric amounts for small areas may 

be subject to large inaccuracies. It is the P1J.!"POS~ __ ()f"fjhis chapttor_ 
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of the report to analyze these errors in volumetric determination of 

thunderstorm or convective type of rainfall. 

Sources of error 

334. The sources of error in areal rainfall estimates include 

instrumental deficiencies, nonrepresentativeness of gages, and inadequate 

sampling. An excellent analysis of the first two, nwmely, the inade-

quacies of rain gages·and their exposures, can be found in articles by 

C. F. Brooks. (l), Riesbol (2) 
1 

and J. C. Alter (3)*. 

335. Errors of instrumentation, or differences between the true 

rainfall at the gage site and the rain measured in the gage, are due to 

losses by blowing out, splashing, evaporation, etc. The major factor 

in such distortion of the rainfall measurement is the wind. At un-
f 

shielded gages the movement of air past the gage creates an updraft 

which tends to carry raindrops away from the mouth of the gage and 

thus results in a systematic catch deficiency. The error is generally 

assumed to be small, however, when the precipitation is in the form of 

rain. 

336.. Local anomalies in the rainfall pattern may be produced by 

small-scale topographic influences or artificial obstructions which 

distort the Wind pattern in the immediate vicinity of the gage,. This 

makes the particular gage site nonrepresentative of the general region, 

introducing an error in the areal determinations. 

337. In regions of flat topography these factors are usually of 

minor importance, and this study is restricted to such a region. 

- - --- - - - - - - - - - - - -
* References listed numerically at end of chapter. 
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However, sampling errors, or the errors due to the accidental position 

and orientation of the storm rainfall pattern with respect to the 

station network, have a pronounced influence. The two isohyetal maps 

in figure 122 illustrate this type of error. Section A of the figure 

shows an isohyetal pattern for a short-duration high-intensity summer 

storm, based on all the records at 449 stations within the Muskingum 

River Basin. Section B of the figure shows another isohyetal map for 

the same storm, based on the records of 21 stations uniformly spaced 

throughout the entire network. This network corresponds to the average 

spacing of official gages of all types in this cvunt;y (4). The two 

isohyetal patterns differ considerably, as might be expected. The 

widely spaced gages, in this case, fail to catch any of the intense 

rainfall. In this type of storm; the intense-rainfall areas are so 

small compared to the average area controlled by each gage, that it is 

unusual for official gages to record maximum or even near-maximum rain-

fall depth for the storm. 

Statistical theory 

338. In general, the magnitude of errors of sampling is a function 

of two factors: variability of the phenomenon measured, and the number 

of measurements. By variability is meant the range of values, or their 

dispersion about the mean. In the case of' a rainstorm, part of .the 

variability of recorded rainfall amounts is due to the effects previously 

discussed: observational or instrumental errors and gage nonrepresenta­

tiveness. A greater effect is due to variations in storm activity over 

the area. The latter variation depends on the type of storm and the 



position of the area under consideration relative to the storm. A 

large-scale, frontal type of storm is generally characterized by a 

more uniform rainfall pattern than a nonfrontal thunderstorm situa­

tion. The geographical position of the storm is important because, 
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as the outer limits of the storm are approached, the rainfall decreases 

less rapidly. This effect produces a greater range of rainfall over 

a given size and shape of area near the center of the storm than along 

the edge. 

339. Since the difference in rainfall amounts recorded within 

an area increases as the area increases, variability is also a function 

of the size of the drainage area. Disregarding shape or orientation of 

drainage area, to obtain the same accuracy for a large basin as for a 

small basin, a greater number of rain gages would be required but not 

necessarily as great a density of gages. Hence,_ any general determi­

nation of accuracy should take into account the factor of size of 

drainage area. 

340• The statistical tool available for determining limits of 

error is the following formula: 

(3.1) 

where SE is the standard error of means of samples drawn from a popu­

lation whose standard deviation is SD, and N is the number of observa­

tions in the sample. In the case of .. rainfall, SD is the standard 

deviation of all the rainfall depths recorded within the area, and N 

is the number of rain gages. 'Ihe formula is based oli the e.ssumption 

that the population is homogeneous, or that the individual observations 

are random deviations from the mean. For application to the problem of 
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rainfall the assumption is not perfectly valid, and the implications 

of this fact will be discussed later. This method, however, has been 

used by Wilm, Nelson, and Storey (5) and by Horton (6). The first-· 

named authors determined the. accuracy of storm-rainfall measurements 

.for small, mountainous watersheds.. Horton investigated the same 

problem in connection with annual rainfa.llo 

341. Statistical measures of error are defined in terms of 

probability. That is, a given value of error can be associated with 

the percentage of cases in which that error is not exceeded. The 

frequency distribution of errors is, therefore, an important considers.-

tion. Theoretically, this distribution is normal for two conditionsg 

for a normal frequency distribution of the population, and, for any 

distribution of the population provided the size o.f the sample is 

large. In a normal distribution of errors, the standard error, or 
. 

root-mean.-;square error, is the value of error that will not be 

exceeded in approximately two thirds (68 .. 26%) of the caseso Other 

measures of error, having different values of probability, may be 

obtained from the standard error. The important measures are listed 

below together with their magnitudes and associated probabilities: 

Proba.b le error 
Average error 
Standard error 

Twice standard error 

Ratio to 
Standard 
Error 

0.67 
0.80 
1.00 
2,.00 

Probability of Error 
Not Being Exceeded 

0.50 
0.58 
0.68 

0.95 



342. The typical frequency distribution encountered in storm 

rainfall is the right or positively skewed distribution. An example 

of a frequency histogram of storm-rainfall depths is shown in. figure 
' ' 

123. It can be seen that a large number of low rainfall values is 

balanced by a small number of extremely high values. This type of 

storm rainfall distribution has been noted and discussed by H.C.S. 

Thom (7), and is especially important in the case where one or only 

a few gages are used as a measure of rainfall volume. When the dis-

tribution·of the population is skewed, as it usually is in storm 

2.39 

rainfall, the error distribution of means. of small-sized samples tends 

to be skewed in the same direction as the parent distribution. As 

a res.ult, in successive samplings with only a few gages, a large num-

ber of small underestimates is balanced by a small number of large 

overestimates. As the number of gages used to determine the mean 

rainfall increases, the error distribution becomes normal, with 

equal numbers and magnitudes of negative .and positive deviations 

from the true mean •. A mathematical. derivation of the characteristics 

of the frequency distribution of errors in terms of the parent dis­

tribution and sample size can be found in Shewhart (S), where it is 

shown that the error distribution converges rapidly toward a normal 

distribution as the number of observations in the sample .increases. 

Analysis of variability 

343. The theory outlined above was employed in the dete:fmina-

tion of the reliability of storm-rainfall measurements, using data 

supplied by the Soil Conservation Service from the dense network of 
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recording gages in the Muskingum Basin. The rainfall record consisted 

of hourly and half-hourly tabulations at all stations in the 8000-

square-mile area for the period 1937-41. The number of gages varied 

between 500 for the early record and 250 for the recent years. Thirty­

eight relatively intense storms characterized by thunderstorm activity 

in the region were selected for study by examination of rain periods 

during the months of June, July, August, and September. The storms 

were not otherwise meteorologically classified. 

344. In order to place the storms on a comparable basis it was 

decided to use a duration of six hours, covering the maximum-rain 

period, as the period o:f study. Since all or most of the rain from 

the type of storm selected usually falls within a. 6-hour period, the 

results should apply to total-storm rainfall as well. A hyetogra.ph, 

or time graph of average rainfall, as in figure 124, was plotted from 

data. consisting of arithmetic averages of all the recorded rainfall 

amounts for successive hours (or half hours) during each storm. After 

selection of the maximum 6-hour period of the storm from the hyeto­

graph values, the successive half-hourly or hourly rainfalls were 

summed to obtain the maximum average 6-hour depth over the basin. 

Because of the large number of observations used to determine this 

value, it was the best available estimate of the true average depth 

of rainfall and was used a.s the "true mean." In a. few cases it was 

checked against the average depth obtained by planimetering the iso­

hyeta.l map, but the results showed only very small differences. A 

frequency tally was then made of the individual rainfall amounts 

within each storm, and a standard deviation computed in each case. 
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In this way, an average depth and corresponding standard deviation of 

rainfall were dete.rmined for each of the 38 storms. 

345. The investigation was extended to include sizes of area 

other than the 8000-square-mile Muskingum Basin in order to collect 

data on the effect of area on variability. Two arbitrary sub-areas 

of 375 and 1500 square miles were outlined within the Muskingum Basin. 

Since the sub-areas included a smaller number of gages it was decided 

that arithmetic averages were not/sufficientlyaccurate; isohyetal 

maps were drawn as a. basis for the computation of the mean rainfall. 

The procedure described above was then repeated and new statistics 

were derived for the same series of storms. 

346. The results of this phase of the analysis are summarized 

in table 22 for the three areas concerned. The table shows a. fluctua­

tion of variability from storm to storm and with different values of 

areas. In order also to evaluate the ·effect of storm magnitude on 

variability the storms were subdivided into two classes: above and 

below 0.5-inch average depth of rainfall. Table 23 gives mean values 

of average depth of rainfall~ standard deviation, and coefficient of 

variation (CV) for the breakdown of data in terms of rainfall magni­

tude and area. The coefficient of variation is a measure of relative 

variability and is equal to the standard deviation divided by the 

mean. 

241 
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Table 22 

AVERAGE DEPTHS AND STANDARD DEVIATIONS 
OF RAINFALL ME.ASUREJ14ENTS IN 6-HOUR STORMS 

(MUS KIN GUM BAS IN) " 

375 SQ.MI. 1500 SQ.MI. 8000 SQ.MI. 

Storm No., Storm Date .AD SD AD SD _/ill SD 

1 Aug. 10, 1937 o .. 4s 0.29 0.38 Oo34 0 .. 43 0.77 
2 Aug. 3, 1939 o.44 0.80 0.,28 0.57 . 0.22 0 .. 45 
3 Sept 12, 1938 0.,27 0 .. 23 Oo61 0 .. 53 0.93 0.77 
4 June 18, 1939 1.15 0 .. 34 1 .. 01 o .. 43 0.72 Oe52 
5 July 4. 1939 0.74 0., 19 0.70 0.,21 0.73 o.47 
6 June 4, 1941 0.79 0 .. 29 0.,61 0.34 o.46 0.36 
7 June 12, 1941 0.,33 0.58 0 .. 34 0.87 0.30 0.37 
8 June ~5, 1941 0.,12 0.09 0~20 0.09 0 .. 30 0.,32 
9 June 29, 1941 0.,51 0.27 o .. 49 0.29 0.36 o.42 

10 July 15, 1941 0.,48 0.,50 0.56 o.41 0.,32 0.57 
11 July 29, 1941 o.4o 0 .. 39 0.71 0 .. 63 0.51 0$58 
12 Aug. 15, 1941 1 .. 24 0.31 1.,09 0.43 0.80 0.62 
13 Aug. 18, 1941 0.79 0.70 0.,68 0 .. 63 0.54 . 0.57 
14 Aug. 25, 1941 0 •. 50 0.,13 Oo,56 0.18 0.51 0.,24 " 
15 Aug. 26, 1941 0.08 0.16 o .. l6 0.,21 0.29 o.47 
16 Sept. 3. 1941 0.44 0 .. 35 o .. 49 0.38 Oa52 0.41 
17 · Sept. 5, 1941 0.62 0 .. 35 0.66 o.42 0 .. 56 0.,26 
18 Aug. 4. 1938 1 .. 78 o.6o 1.77 0.,56 1.39 0.75 
19 July 8, 1939 0.79 0,30 0.,66 Oa55 o.41 0.47 
20 July 29, 1939 0.47 0.,11 o .. 48, 0.38 o .. 45 OG50 
21 Aug. 7. 1939 0.,20 0.12 o.40 0.50 0 .. 49 0052 
22 July 23, 1940 0.,48 0 .. 26 o .. 41 0.,38 0 .. 32 0.36 
23 Aug. 18, 1940 1.06 0 .. 44 0 .. 99 0 .. 54 0.85 0.55 
24 July 26, 1940 0 .. 58 0 .. 27 0 .. 52 o .. 43 o.47 0.58 
25 Aug. 27, 194o 0.48 0.,38 0 .. 54 0.59 o.49 Oa54 
26 June 7, 1940 0.26 O.ol7 0.30 0.25 0.29 0 .. 37 
27 June 11, 194o . 0.18 0.14 0.23 0.18 0.36 0 .. 50 
28 June 18, 1940 0,.72 0.36 0.55 o~47 0.38 o.44 
29 June 28, 194o 0.98 Oe28 0.91 Oo28 0.,80 o.43 
30 Aug. 6, 1938 0.50 0.17 o .. 45 0.18 o .. 44 0.41 
31 Sept. 4, 1937 o .. 46 0,.27 Oe40 0 .. 34 o.68 o .. 66 
32 Sept. 4P 1939 0.,28 0.13 Oe30 0 .. 16 0.,34 0.,22 
33 June 28, 1939 0.05 0.07 0.19 o .. 44 Oo41 0~71 

34 June 26, 1938 1.,02 Oo27 0.89 0.22 0.79 0.,32 
35 June 11, 1938 1 .. 09 0.16 1.oo 0,.31 Oo79 0.51 
36 Aug# 9, 1938 0.32 0.08 0938 0.13 Oo37 0.25 
3T June 9. 1939 0.16 0 .. 05 0.21 0.,24 0 .. 33 0~41 
38 Aug. 13, 1939 0.54 0.28 0.51 0.31 0,.36 Oo36 
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Table 23 

EFFECTS OF AREAL SIZE AND STORM MAGNITUDE 

375 Sq. Miles 
All storms 
Storms< 0.5 in. · 
Storms> 0.5 in. 

1500 Sg_~ Miles 
All storms 
Storms< 0•5 in. 
Storms> 0.5 in. 

8000 Sq. Miles 
All storms 
Storms< 0 .. 5 in. 
Storms> O. 5 in • 

347. The values 

ON 6-HOUR-STORM VARIABILITY 

(MUSKINGUM BASIN) 

·No. of Mean 
Storms Rainfall 

38 0.574 
20 0.320 
18 0.856 

38 0.569 
18 0.338 
20 0.776 

38 0.519 
23 0.374 
15 0.741 

Mean· Mean 
SD cv 

0.286 o .. 498 
0.258 0 .. 806 
0.318 0.372 

0.379 0,.666 
0.329 0.974 
o.424 0.546 

0.474 0.913 
0.451 1.206 
0.511 0.689 

of coefficient ofvariation indicate an increase 

of relative variability with increasing area and, for a constant area, 

a decrease with increasing rainfall. The effect of area as shown by 

the data is in line with the theory previously described. The effect 

of rainfall magnitude on the coefficient of variation agrees with the 

results obtained by Wilm, Nelson, and Storey (5) for small, mountainous 

watersheds. As a result of both studies it may be concluded that the 

percentage error of sampling increases with decreasing amounts of rain-

fall. The absolute value of the error can, however, be greater with 

greater rainfall. Figure 125 presents empirical relations, developed 

from the data of table 23, expressing the coefficient of variation as 

a function of areal size for the three storm categories. Since the 



interest lies in storms producing heavy rainfall, the lowest curve 

is the important one. 

348. Figure 125 may be used to evaluate sampling errors as a 

function of the number of rain gages (N) by.means of the following 

equation: 

100 SE/ X= % SE = 100 cvAfN (3.2) 

where CV is the coefficient of variation of the rainfall amounts 

within the area, and % SE is the standard error expressed as a per-

centage of the average depth of rainfall (X). This formula is based 

on the same assumption of homogeneity of data as equation 3.1. By 

means of the formula, values read off the graph can be converted into 

percent standard error for a given number of rain gages. Curves re-

sulting from such a conversion are sho~n in figure 126. 

349. A more useful relationship is one that expresses the 

errors in terms of station density. If we let G equal the average 

area per gage and A equal the total area included within the network, 

then 

and 

A= GN 

% SE = 100 
cv 
.fA 

(3.3) 

(3.4) 

The quantity CV can be deter.mined from figure 125 for a given size 
Vi. 

of area. Equation 3.4 will then give the percent standard error of 

estimate of rainfall volume for any gage density within the area. 

Effects of uniform gage spacing 

350. Up to this point, the relationships between error, gage 

density, and area have been developed without regard to the areal 
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pattern of storm. rainfall. The values obtained apply to systems of 

rain gages superimposed at random on the rainfall pattern without 

regard to uniformity of spacing. The differences in rainfall depths 

at di£ferent points of an area are not, however, wholly, chance 

variations butdue in part to geographicalvariations of rainfall 

resulting from storm movement and development •.. This implies that 

a network of gages spaced uniformly so as to sample .all parts of the 

area, .will provide greater accuracy than an unrestricted network having 

the same number of gages. 

351. In order to obtain equivalent reliability values for 

uniformly spaced gages an experimental procedure was adopted. A 

master network was constructed, as shown in figure 127, .in v.hich 

hypothetical gages.are distributed atuniform. intervals throughout 

the :Muskingum area. The spacing of ga.ges in the master.network 

represents twice the average. density of the present network of rain-

fall stations. in this country, the latter being 1 gage per 375 square 

miles (4). Inscribed on transparency, the network was superimposed 

on each isohyetal map., a selection made of the stations nearest the 

numbered points, and their. corresponding rainfall. depths tabulated •. 

Through the use of different gage arrangements, it was possible to 

obta.in the hypothetical average rainfall corresponding to seven 

different networks sampling the area as a whole: one of twice normal 

density, twc5 of normal density, and four of one-half normal density. 

The seven arrangements of gage.s are shown in figure 128. 



352. The computation of errors involved the following steps: 

For each storm, average depths for the seven networks were obtained 

from the arithmetic means of the appropriate gages. The errors were 

computed from the differences between the sample means and the "true" 

mean rainfall previously .determined. The average and standard errors 

for each sample .network were then derived from the set of 38 deviation 

values corresponding to the 38 storms analyzed. 

353. To extend the results to smaller values of area it was 

necessary to repeat the procedure for the two sub-areas inside the 

Muskingum Basin:, sho'Wll in figure 127. The various groupings of gages 

pertaining to thesesub-areas are shown in figure 129. It is evident 

that, for a small area, the accident of basin location with respect to 

the gage system has a considerable effect on the number of gages con­

trolling volumetric raiilfall estimates. As an extreme caae:, consider 

the networks numbered J.4 and 15. Both arrangements represent networks 

of the same density. In one case, a single gage, centrally located, 

controls the area while, in the other, four gages on the periphery of 

the area enter into the average depth determination. However, one 

centrally located gage should be a more accurate index than any one 

of the four peripheral gages, and possibly, than all four peripheral 

gages combined. .Advan~ages in location may, therefore, compensate· 

for a smaller numper of measurements. 

354. The computation of small-area reliability differed somewhat. 

from the computation for the whole area. In actual practice, where 

data from· only a few :r'ai!l_ gages are available within a drainage area, 

weights are generally assigned to each gage in accordance with its 
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areal representativeness. A weighted average is then obtained which 

is more accurate than an arithmetic average. In the current study the 

Thiessen method of weighting (9) was used and a weight assigned to 

each hypothetical gage, before averaging to obtain a mean rainfall 

value from the sample network. 

355. The results of this analysis are shown in figure 130 

where the errors for 38 successive samplings are plotted for each of 

the 15 networks. It may be noted that the points become more dis-

persed with increased spacing of gages for. the same, size of area and 

with decreased area for the same degree of spacing. 

356. In evaluating the results, the storms yielding rainfall 

amounts in excess of 0.5 inch were selected and their standard errors 

computed. The values are given in table 24. The results of this 

testing procedure could now be related to the results of the previous 

analysis of variability. By means of figure 125 and equation 3.4 

errors were computed for each of the 15 networks. In terms of the 

values indicated for each of the networks in figures 128 and 129, 

the computation was as follows: The total area of the network was 

multiplied by the gage density (or divided by the average area per 

gage) and the square root of the result then divided into the coef­

ficient of variation (as taken from figure 125 or table 23) for the 

particular area and a storm magnitude in excess of 0.5 inch. Multi-

plied by 100, the result is percent standard error. These errors may 

be termed random-gage errors, that is, deviations from true rainfall 

when random systems of gages are extracted from a dense network. The 

errors derived by the testing procedure, on the other hand, result 
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Network 
No. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

Table 24 

STANDARD AND. PERCET!iT STANDARD ERRORS 
OF UNIFORMLY SPACED NETWORK 

(STORMS > 0. 5 IN., MIJSKINGDM BASIN) 

. Area 
Per . Number 

Area Gage of Mean 
(Sq. Mi.) (Sq. Mi.) Gages Rainfall 

8000 187.5 45 .741 

8000 375 22 .741 

8000 375 23 .741 

.sooo 750 12 .74l 

8000 750 10 .741 

8000 750 13. ·741 

8000 750 10 -741 

1500 187.5 . 13 ·776 

1500 375 9 ·776 

1500. 375 4 ·776 

1500 750 4 .776 

1500 750 5 ·776 

375 187.5 5 .856 

375 375 4 .856 

375 375 1 .856 

% 
Standard Standard 

Error Error 

.049 6.6 

.097 13.1 

.086 11.6 

.101 13.6 

.120 16 .. 2 

.120 16.2 " 

.. 15? 20.6 

.099 12.8 

.186 24.0 

.219 28.2 

.213 27.4 

.. 230 29·7 

.145 16.9 

.237 27.7 

.251 29 .. 3 



from gages spaced uniformly over the area in question. 

357. In figure 131 the unifo:rni-gage errors (from table 24) 

are plotted against corresponding computed random-gage errors. This 

graph offers both a check on the values obtained by either procedure 

and a means of obtaining a reduction coefficient for uniformity of 

gage spacing to be applied to equation 3.4. It may be noted that, 

with the exCeption of one point, the errors of a uniformly spaced 

network are less than. those of a randOm network. This is in con;.. 

formity with theory. It is apparent that the greater accuracy in the 

regions of greater density in the random distribution is morethan 

compensated by the greater error in the regions of' lesser density. 

This is true no matter what type of' unif'ormi ty is imposed on. the net­

work, as long as the average density remains the same. 

358. The solid line of figure 131 was drawn to pass through 

the origin and have the least root-mean-square deviation from the 

plotted points. It is thus an average line which establishes an 

empirical relation for obtaining accuracy values of uniformly spaced 

networks. On the basis of available data there is little indication 

that the size of area considered or the gage density has any effect 

on the ratio between uniform and random-gage errors. It is also 

doubtful whether other patterns of uniformity that might have been 

used would substantially alter the relation here established, if 

the same basic data were employed. 

249 

359. To generalize the results and present them in useful form, 

the density-area-error graph of figure 132 is shown. This graph, 

derived from equation 3.4 modified by the coefficient determined by 
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the testing procedure .. relates percent standard error of rainfall-

volume estimates to size of drainage area and density of rain gages. 

The results are. partly empirical and are subject to the limitations 

of the available data and the assumption of random distribution of 

errors. They should apply .to regions resembling the Muskingum Basin 

in topography and summer rainfall characteristics.. Although, several 

storms have been studied where point I'ainfall has exceeded Yarnell's. (lO) 

100-year frequency :value f .. or the Muskingum region, intense storms o:f 

the.type considered in upper-limit rainfall investigations have not 

occurred during the :five years o:f available record.. There:fore, 

further study should be given to the variability o:f rainfall within 

the rare "cloudburst" type of storm, although here the obstacle is 

the lack o:f su:fficient and reliable data. 

The experimental network 

360. In designing a rain-gage network :for research purposes 

primary consideration must be given to the desired time units o:f 

precipitation. For basin analyses where an accurate areal distribu-

tion of storm totals or comp~ratively long-period rainfall amounts 

is required, a particular station density may be necessary. However, 

i:f the purpose of the project is a study o:f infiltration, rainfall 

intensities :for very short periods are needed and :for such an a.naly-

sis a much closer spaqing o:f gages is required. The same is true of 

a network designed for thunderstorm research where it is planned to 

obtain instantaneous areal patterns of rainfall intensities. 

361. The result and methods described in the areal-reliability 

determination ~re not adequate in dealing with the new problem where 
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the interest is not in the sampling errors of' mean rainfall over an 

area but in the accuracy of the isohyetal ·pattern of .total-storm 

rainfall or of short-period rainfall intensity. Because the Muskingum 

spacing, roughly one rain gage per f'our or five linear miles, is not 

close enough to yield the significant features of the small-scale 

isohyetal pattern, it was necessary to use data from a denser.network 

of gages. The available networks suitable for the purpose, however, 

cover areas considerably smaller than the average rainfall 11cell11 

resulting from a thunderstorm. Hence, the data are not adequate for 

other purp()ses, such as determinations of' the areal extent and total 

distribution of' rain within the thunderstorm cell. The study was 

therefore limited to two objectives. One was to evaluate the accuracy 

of a given station spacing for plotting isohyets., The other objective, 

a by-product of' the. first, was to develop methods for best. estimations 

of rainfall from nearby gages, and to evaluate the accuracy of. these 

estimates. 

362., In order to bbtain information on the magnitude of' rain­

fall gradients within intense summer storms, a number of profiles 

were plotted from 24.;.hour rainfall data collected by the Soil 

Conservation Service at the Little :Mill Creek drainage basin in Ohio. 

Figure 133 is a map of this basin showing the location of. recording 

and nonrecording gages. The average distance between gages is approxi­

mately one•third mile within an area of seven square miles. As shown 

in figure 133, a section o.long_ the major axis of' the basin was. taken 

as the axis of the profiles. All amounts recorded at stations within 

the harrow strip shown in the figure were. plotted against distance 



from station 56 at the extreme southwesttip of the basin. To obtain 

data on intense short-duration storms, 18 isolated one-day storms 

producing more than 0 .. 5 inch of. preCipitation were seleeted for analy­

sis from. the period of available record, 1937-1942. 

363. Smoothcurves>were drawn through the plotted pointsas 

shown in figures 134, 135, and 136• The assumption is tha.tthese 

curves represent the true profiles and that deviations from the curves 

are due to observational errors and local exposure anomalies. The 

results showa pronounoednonlinear variation of rainfall within a 

distance of' 4 miles in 6 c~ses out of 18.. This implies that 33% of 

the time a gage spacing of 4 miles would be grossly inadequate for 

plotting isohyetal maps of intense summer r.ains. The August 14, 1939, 

profile (figure 135) shows an extreme slope of about a half ineh per 

mile on either side of a rainfall peak. This situation is probably 

characteristic of the distribution of rain near a storm center. The 

uniformity of rain in other cases might be due either to the type of 

storm or to the location of the profile along the fringe of the storm 

area where the rainfall gradient is less. 

364. A quantitative evaluation of the effect of gage spacing 

on accuracy can be obtained through a statistical analysis of simul­

taneous rainfall amounts at a group of stations. Mutual correlations 

of rainfall within the station group will yield separate values of 

linear regressioncoefficients, correlation coefficients, and errors 

·of estimate for each station pair. These values can then be plotted 

against the corresponding distance between stations. If a sufficient 

number of well-distributed values are available, a general relationship 

;:;. 
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can be derived expressing the rainfall correlation between two adjacent 

points in a region a.s a function of the distance of separation. 

36?. The :rainfall correlation described above was accomplished 

in the followirig manner: :A group of five well-distributed stations 

within the Little Mi11 Creek Basin was selected. Distances between 

stations varied from one-third mile to four miles, as shown in 

figure 137. The data used in correlations between each pair ()f sta- · 

tions consisted of one-day rainfall amounts for 41 selected dates of 

heavy rainfall. A value of 0.5 inch recorded at a single station 

within the group wa.s chosen as the lower limit of heavy rainfall in 

selecting storm dates. Correlations were made between the five series 

of 24-hour rainfall amounts, and the results are presented in the 

following tables: 

Table 25 

MEANS AND STANDARD DEVIATIONS OF 24-HOUR RAINFALlS 

(Unit = 1 inch) 

Station 1 2 3 4 5 Average 

Mean Rainfall 1.02 1.03 1.09 1.00 0.99 1.02 

Standard Deviation 0.64 0.64 0.67 0.62 0.62 0.64 

Table 26 

CORRELATION COEFFICIENTS BETWEEN 24-HOUR RAINFALLS 

Station 2 3 4 5 

1 0.93 . 0 •. 93 0.77 0.78 

2 0.95 0.85 0.73 

3 0.86 0.73 

4 -- 0.64 
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366. The values shown .in table 26 wer~ plotted against distance 

between stations, as. shown in figure 138. A straight line has been 

fitted .to the plotted points~ representing the variation of' 24-hour 

rainf'a,ll correlation with gage spacing. The slope of' thi.s line 

indicates the great reduction in correla.tion with increased distance 

of' 24-hour depths of' summer precipitation in the Little Mill Creek 

Basin. It should not be inferred that a straight line adequately 

represents this relation, nor that .a curve fitted to these points can 

reasonaply be extrapolated. The degree of' correlat.ion between pre­

cipitation catch at variously spaced stations is greatly influenced . 

not only by the. station spacing, but also by duration, depth, type 

of' storm, location, topography, and season. 

367. The curve f'or estimating the error of' a single gage (figure 

139) is computed f'rom the curve of' figure 138. The lower curve in 

figure 139 represents the reliability of' the estimate (bymultiple 

· linear correlation) of' rainfall midway between two gages. It gives 

the interpolation error involved in drawing isohyets of' summer rain­

fall by mechanical interpolation between pairs of' adjacent gages. 

The study of' the geometry of' interpolation among three or more gages 

is not relevant to this report. In any case, the drawing of' iso­

hyetal maps by mechanical interpolation. is not dependable~ Considera­

tion should be given to orographic influence, storm configuration, and 

other factors. The Little Mill Creek example indicates the order of' 

magnitude of' error in estimating, by mechanical interpolation, the 

distribution of' depth. of' short-duration summer rainfall over small 

areas. 



368. The discussion thus far has dealt with storm totals for 

durations under 24 hours or 24-hour amounts for longer durations. 
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There should not be any appreciable difference in the station density 

required for the ordinary short-duration summer storm. However, as 

pointed out previously, a. closer network is necessary for ra..infa.ll­

intensi _ty patterns which are based on extremely short intervals. T.o 

obtain visual information on the nature of this problem, a. .number of 

rainfall intensity patterns were plotted for adjoining stations, using 

data supplied in Hy9.rologic Bulletins Nos ·• 1 and 4 of the Hy9.rologic 

Division, Office of. Research, Soil Conservation Service. A set of 

typical char:f;s ·for two gages one-half mile apart is shown .in figure 

140. It will be ,noted that considerable differences in magnitude and 

timing exist between the two stations. Some of the variation in 

pattern may be attributed to imperfect clock synchronization or other 

instrumental errors. However,. the differences a.r~ too acute to be 

.explained entirely on this basis, and the evidence of rapid fluctua­

tion of intensity with time and geographical position indicates the 

necessity.for a spacing closer than one-ha.lfmile per gage. The 

available recording-gage network was thus too sparse for the proper 

statistical study of short-period intens.ities. 

369 •. The evidence furnished leads to several conclusions.. One 

is that the original Muskingum network of approximately one gage per 

four linear miles is. inadequate for small-basin studies and for 

obtaining deta,iled isohyeta.l patterns of thunderstorm situations. 

Optimum stationdensity<depends on the permissible error and the 

purpose of' the rain-gage network. For total ·or 24-hour rainfall 



amounts of sUilll11er storms and a tolerance of 20% standard error, a 

spacing of about one gage per linear mile seems to be necessary. 

Another conclusion of the study is that an .even closer spac·ing would 

be required to obtain the areal distribution. of short-period rain-

fall intensities. The required density would make it extremely 

costly to instrument an area the size of an ordinary thunderstorm 

cell in order to obtain isohyetal patterns at intervals of a few 

minutes~ 

370. The results obtained are applicable within the range of· 

data used in the study, and to non-orographic rainfall. Further investi-

gatioh is necessary to evaluate the effect of rainfall magnitude on the 

accuracy of a given station spaCing. The study should also be extended 

to other regions where topography may influence the distribution of. 

suriuner rainfall. 

371. There is no reason for supposing that instrumental networks 

less dense would be required for the accurate .delineation· of the dis•. 

tribution of the other meteorological elements in the thunderstorm 

situation. The simultaneous study of conditions aloft only multiplies 

the difficulties and the problems. Furthermore, the purposes of even 

the most dense network would be defeated by the lack of precise syn.,. 

ch'ronization of the recording equipment. A recorder-synchronizing 

(11) 
systemhas been recently described by Hamilton. . ·• 

372. In planning the geographical location of an experimental 

network for thunderstorm sampling, consideration should be given to 

other factors in addition td the frequency of thunderstorms~ Si:nce 

the primary interest is in intense rainfall, the United States west 
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of the lOOth meridian is eliminated as a proper location because in 

that region the high thunderstorm frequencies are not accompanied by 

comparable frequencies of intense or even measurable rains. The major 

region of high thunderstorm frequency - the Gulf Coast - fulfills that 

need but fails to meet other possible requirements. The thunderstorms 

of this region are largely of the same type - nonfrontal. They are 

rarely accompanied by hail. However, only in this region is there. a 

good probability of activity throughout all the months of the year. 

For that reason alone, the location of a network in such a region 

might be worth while. In table 32 (chapter IV) it can be seen that, of 

the four storms producing the maximum observed United States rainfall 

values tabulated, two occurred within an approximately 15,000-square­

mile elliptical area between Uvalde and Temple, Texas. In the same 

region there have been other occurrences of "cloudburst" proportions. 

There being no such concentration of record rainfall values elsewhere 

in the United States, this area is indicated as of special interest to 

any project for the establishment of an. experimental rain~gage network 

to determine the morphology of the maximum-type storm. 

373. However, if it is desired to sample all the thunderstorm 

types and also the important accompanying phenomena, it is necessary 

to sacrifice the requirements of the highest frequencies of thunder­

storms and intense rainfall. In the central region of the country -

roughly eastern Kansas, Arkansas, Missouri, and Iowa - there is only 

moderately high thunderstorm frequency but the thunderstorms may be 

air-mass or frontal, daytime or nocturnal. In addition, the frequency 
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of hail is as high as it is anywhere ·il'l the cmmtry east of the lOOth 

meridian and the tornado frequency is highest9 For the observation of 

a variety of thunderstorm types, than, the network should be estab-

lished in this region.; 

374. If mobile observational units are to be added to the fixed 

network, the available highway system should also be considered. It 

was such a consideration, though one not based on exhaustive study, 

that prompted the recommendation of an area north of Des MOines, Iowa, 

as a suitable location for the experimental thunderstorm network 

recently proposed by the Weather Bureau for the approval of Congress. 
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CH.AP.rER IV 

HYDROLOGIC .ASPECTS OF THUNDERSTORM RAINFALL 

The typical mass curve 

376. Although conclusions derived from point-rainfall data 

fail to satisfy the hydrologist rs need for areal relations, a col-

lection of mass curves of point rainfall is the necessary basis of 

a proper storm-rainfall analysis. It is with this in mind that an 

effort is here made to present the typical mass curve of thunderstorm 

rai~fall, i.e., high-intensity short-duration rainfall. 

377. Three sources of data were utilized. From the automatic 

tipping-bucket records of 11 stations, 207 storms, occurring in June, 

July,and August of 1940-42, were selected. The stations were chosen 

to represent a diversity of climatic regimes; they are listed below 

with the number of storms chosen from each: 

Albuquerque, N. Mex. 16 
Atlanta, Ga. 20 
Cheyenne, Wyo. 20 
Chicago, Ill. 20 
Modena, Utah 11 
Nashville, Tenn. 20 
New Orleans, La. 20 
Oklahoma City, Okla. 20 
Omaha, Nebr. . 20 
Tampa, Fla. 20 
Washington, D. C. 20 

This storm list will hereinafter be referred to as the Hydromet list. 

The two other sources of data were Meyer r s tabulation of "Data for 

100 Typical Intense Rainstorms, 1896-191411 (l)*, yielding 60 storms, 

* References listed numerically at end of chapter. 



and Yarnell's tabulation of the ":Most iiltense rainstorm recorded at 

each station through 1933'1 (2), yielding 107 storms. Duplications 

were eliminated.; 

378. For the Hydromet list the criteria of' selection were: 

thunder officially recorded withiil two hours of rain commencement 

and total precipitation exceeding 0.15 inch. At the western stations 

the magn.i tude limit was lowered to 0.10 inch in a few oases because 

of the infrequency of' heavier thunderstorm rainfall. The beginning 

of' rainfall was< defined as the .. first tip* followed by an accumulation 
' _- . _, ~' " . - - - . "-- '- -- - -" --- .-" - -- " " -" . . " - - -- - - . 

of at least 0.05 inch in the ensuing half' hour and the rain was con ... 

sidered ended lilen the accumulation duriilg any half-hour period was 

less than 0.05 inch. The total raiilfall in these storms va.ried from 

0.10 to 4,. 76 inches and the durations from 10 minutes to 3 hours. 

From :Meyer's and Yarnell's lists the selection was limited to the 

storms for which complete data, tabulated by 10-minute increments, 

were available. This limited the number selected because for storms 

~xceeding a 6o-minute d'uration the rainfall data. had been compiled 

by longer than 10-minute increments after the first hour. · However, 

a few storms lasting 80 minutes were chosen when their last 20 

minutes' rainfall was a small percentage of' -bhe total fall. Begin-

nings a.tl.d endings in these two lists were considered to be .exactly' 

as tabulated, storms being excluded in which more than one or two 

percent of' the total fell before the tabulation started~ It is to 

be noted that the Meyer and Yarnell storms are not necessarily 

- - - -.-
* A tip is recorded after the accumulation of' .,01 inch of rain­

fall by a tippizlg-bucket gage. 
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thunderstorms but the intensity of rainfall :i;nvolved is certainly the 

thunderstorm type. 

379. Percentages of total rainfall in consecutive 10-minute 

periods were tabulated .for all 374 storms. Tables 27 and 28 sunnnarize 

the results. 

AVERAGE PERCENTAGE OF TOTAL THUNDERSTORM RAINFALL BY 10-MINUTE INCREMENTS 

Hydromet Yarnell Meyer All 
(207 storms) (107 storms) (60. storms) (374 storms) 

Highest 10-min. 54 53 48 53 

2d highest 10-min. 25 29 26 26 

3d highest 10-min. 14 15 16 15 

Table 28 

HIGHEST PERCENTAGE FREQUENCY OF EACH R.Al'il'K FOR 

10-MINUTE INCREMENTS IN THUNDERSTORM RAIN 

Hydromet Yarnell Meyer All 
(207 storms) (107 storms) (60 storms) (374 storms) 

1st 10-min. inc. 43 50 37• 44 
ranking 1st 

2d 10-min. inc. 46 59 35 48 
ranking 2d 

3d 10-min. inc~ 61 66 52 
ranking 3d 

380. It is apparent that the average mass curve derived from 

these data would also be a depth-duration curve, since the time dis-

tribution of thunderstorm rainfall at a station is such that the 

highest intensity occurs at the beginning, with decreasing intensity 
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throughout the storm. This is a well-known characteristic of point 

rainfall in a thunderstorm but it is :not., in most oases, true of' areal 

rainfall, as will be demonstrated later in this chapter. 

381. On account of the variation in the duration of the stol'Ills 

used in the analysis above (tables 27 and 28), it was decided to derive 

a mass curve (and depth-duration curve) on the basis of a single total- · 

storm duration. One hour was chosen for the duration because it is the 

typical thunderstorm duration, and the l•hour values used were the 

maximum observed (up to 1945) 1-hour rainfalls at 204Weather Bureau 

recording gages. The amounts used for smaller time increments were the 

maximum observed at the same stations for 5, 10, 15, and 30 minutes. 

Not all the amounts at each station necessarily occurred in the same 

storm nor were all the occurrences necessarily reported as thunderstorms. 

However, it was felt that, at least within the limits of one hour, 

enveloping depth-duration values could occur in a single storm and that 

the intensities justified their classification as thunderstorm-type 

rainfall. Finally, the practical equivalence, as show.n above, of mass 

curve and depth-duration curve made the data usable for both purposes. 

382. Experimentation with the data revealed that any averaging 

of all the oases would mask a significant variation of curve slope with 

1-hour amount. The data were therefore stratified by l-inch (per hour) 

increments and the resulting smoothed curves are show.n in figure 141. 

Because 1-hour amounts less than o:ne inch or greater than five inches 

were so few, no curves were draw.n for these classes, but in general 

these classes show continuation of the trend displayed by the figure. 

Comparison of the percentages shown in figure 141 with the corresponding 



percentages derived from the world's .rEicord rfl,inf'all amounts {mostly 

unofficial) which are shown in figure ~ indicates that, for a 

critical time distribution, higher-than-average percentage values 

should. be used in the~ consideration of' the:ma.ximum possible storm. 

The Opid 's Camp 1-:-lD.inute value shown in figure .·~. was reduced from 

the originally reported l-inch amo'lmt to 0.65 inch on the basis of 

a study made in the I!ydrometeorological Section 
(3) 

383. The usual engineering approach to the problems of small-

area or thunderstorm-type rainfall results in empirical statements that 

take .the form of intensity-duration-frequency relations based on point-

rainfall data, or enveloping duration-depth-area curves developed from 

areal-rainfall analyses. Since the hydrologist is primarily interested 

in the simultaneous rainfall over a·whole drainage area while the area 

of applicability of point-rainfall data remains uncertain, the first 

type of relation and others like it are deficient for the purpose. 

The duration-depth-area curves for small-area, short-duration, high-

intensity storms are more useful hydrologically but are often unre,.. 

liable because of the sparse network of gages upon which the analysis 

depends; furthermore, when based on official rainfall measurements., the 

curves may be limited by a minimum area of about 500 square miles and 

a minimum duration of 6 hours. Nevertheless, since the physical 

processes governing the growth, movement, and decay of individual 

thunderstorms or thunderstorm groups are not well understood, the 
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empirical approach remains the fruitful one. Applied to a dense rain­

gage network like the Muskingum network, its possibilities are enhanced. 

384. A detailed knowledge of the rainfall distribution w.i th time 

an.d a.ree. is particularly required for surface:...runoff determinations 

based on the infiltration theory. When rainfall is uniformly distributed 

and falling at a. steady rate, a. large proportion of the pl"ecipita.tiori ma.y 

be lost by infiltration. An equivalent volume of rainfall, concentrated 

over a. small a.:rea. or w.i thin a short period of time, Will produce much 

more surface runoff. In a. thunderstorm the heavy :rainfall may cover a 

very small area, a.nd Within that area. the total duration of the storm 

may be one hour or less. The MuskingUID. network of recording gages 

presents the opportunity for the study of the distribution of such rain­

fall in tel"ms of small units of area and time. Because of the gage 

density the mean areal rainfall can be computed, With some degree of 

confidence, for areal units as small as 50 square miles; and the avail­

able half-hourly or hourly tabulations of station data permit corre­

sponding short-period breakdowns of the rainfall volume. 

385. For the purpose of this study, which is to develop use.ful 

empirical area-depth and duration-depth relations for thunderstorm 

rainfall, the Muskingum data are deficient in certain respects, but 

not insurmountably so. The Muskingum network is not large enough to 

include the entire area of the usual storm. Consequently, the area­

depth curv-es developed from these data. are not entirely comparable 

to the usual type of curves developed in storm studies. Even when 

the heaviest rainfall is wholly concentrated within the Muskingum 

Basin, appreciable rain: may fall outside the basin. As ·a. result, 
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the area-depth values fqr the upper range of area a:re representative 

of partial storm areas •. However, because of the manner. in which the 

storms were selected, .the storm center usually .falls w.ithin the basin 

limits. For that reason the portion of the area-depth curve at the 

low.er limits of area bears a close resemblance. to .the type of curve 

desired. Since the paramount interest is in areas under 500 square 

miles, the data are thus. not seriqus1y deficient in these respects. 

386. Lack of synchronization of clocks and the. accidents of 

the clock intervals chosen also introduce some error in the calculations. 

A duration-depth curve ha.sed on storm .data tabulated by qlock hours or 

other standar9. intervals will underestimate the short..,period values 

although the errors naturally decrease progressively with increased 

duration.. To avoid this source. of error it was. necessary to examine 

the original recorder charts and tabulate rainfall depths for shorter 

increments. Attempts to do so were effectively balked by a deplorable 

lack of knowledge concerning the individual clpck errors and, in any 

case, restrictions imposed by time and available personnel made such 

a procedure impossible. However, it is believed that the errors.are 

of minor significance for the ·sizes of· area and the durations c.on­

sidered here. 

387. In analyzing the vast amount .of available data it was 

decided to adopt short-cut procedures which did not involve any im­

portant sacrifice of accuracy. A numerical procedure was devised 

to reduce the amount of labor required to compute area-depth curves 

from the several hundred rainfall measurement:;; in each of the 38 storms 

listed in the preceding chapter {tab 22). This procedure made use 



of the frequencies of storm-rainfall amounts tabulated in the relia-

bili ty study (charter III). 

388. The usual method of computing an area-depth curve from 

an isohyetal map is based on the following equation: 

2: ( !::. .A•D) 
L L~A) 

= (4.1) 

where Dis the average dE;pth for a particular value of area A on the 

area-depth curve, 8 A is an increment. of area between t:wo succes.s::i.ve 

isohyets, D is the value midway between the two isohyets, and the 

summation signs represent accumulations in <J.escending order>;of magni-

tude of rainfall. With a uniform distribution of. rain gages, the 

increment of area enclcsed between two isohyets is proportional to 

the number of gages enclosed between the same isohyets. Areal values 

can thus be closely approximated by such a procedure where; there 

a large number .of stations distributed at roughly uniform intervals, 

as in the Muekingum. Substituting f, the frequency or number of'. 

stations in. a particular class interval, for !:.A, the corres,ponding 

increment of' area, we o~tain 

2: (fD) 
z f 

where D is now the midpoint of the class interval. 

(4.2) 

389. .Equation 4.2 became the basis for the computation procedure. 

Figure 143 shows an example of' an area-depth curve derived from the 

i'requency histogram of' figure 123 of chapter III. The curve is plotted 

with area on a logarithmic scale and depth o!l a linear scale. Each 
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individual point corresponds to a separate block of the frequency 

histogram,. Each storm wa.s analyzed in this manner. The area•depth 

values obtained by this procedure for the 38 storms are presented 

in table 29, where the storm of figures 123 a.nd 143 is number ;o. 

They ca.n be checked against the average depths obt~ined by arith-

metical averaging of observations, by comparing the 8000-squa.re-

mile values of tables 22 and 29. The differences are small.. · 

390 .. , From table 29 general relations for small areas were 

derived,. The values for 50, 10011 200, a.nd 350 square miles were 

plotted against corresponding depths for 500 square miles a.nd the 

resulting graphs are shovm. in figure J.44., · Regression lines through 

the origin weredrawrito represent average ratios between depths for 

various sub-areas a.nd the depth for 500 square miles. Examination 

of the plotted points indicates that in 6-hour storms the percentage 

increase for smaller areas is independent of the observed magnitude 

of the average depth of the rainfall over 500 square miles• This 

justifies the use of an average percentage relationbetween depths 

for successive areas, which is shown in figure 145.. The accuracy 

of this relation naturally decreases with reduction of area, as 

evidenced by the increasing scatter of points for decreasing values 

of area in figure 144$ 

391. The general relationship found lends some support to 

the practice of straight-line extrapolation (on semi log paper) of. 

area-depth relations, as suggested in a.n earlier report (4). A 

similar plotting of the area-depth relation, using the United 

States maximum observed rainfall. values (table 32) 
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Table 29 

.AREA-DEPI'H VALUES,. 6-HOUR STORMS 

(lWSKINGUM BASIN) 

Storm AREA (SQUARE .MILES) 
No. 50 100 200 ?50 500 1000 2000 . 5000 8000 

1 s. 58 5.00 4.15 3 .. 40 2.92 2 .. 06 1.34 0.64 . o.45 
2 4 .. 28 3.25 2.40 1.87 1.56 1.09 0.74 0.,36 0.,20 
3 3.70 3.61 . 3.41 3 .. 20 3.04 2 .. 63 2.13 1.,38 o ... 95 
4 1.83 1. 77 1.71 1.65 1.61 1 .. 52 1 .. 39 1.06 0.74 
5 3.32 .3.02 2.67 2.40 2 .. 22 1.85 1.48 0.98 0.74 
6 1.86 1.72 1 .. 56 1.43 1 .. 35 1.19 . 0.99 0.68 0.48 
7 2.07 1.90 1.70 1.50 1.o37 . 1 .. 12 0.85 0.50 0.31 
8 1.72 1.62 1 .. 48 1.33 1.23 1.00 0.75 o .. W+ 0.30 
9 2.53 2.32 2.,06 1 .. 82 1 .. 66 1 .. 34 1..01 0 .. 58 0.33 

10 3.50 3-14 2.70 2.30 2.05 1.60 1.14 0.51 0.,32 
11 3.23 3 .. 02 2.70 2.4o 2.20 1.76 1.35 9.81· 0 .. 54 

:;. . 12 2 .. 74 2.65 2.,48 2.32 2.20 1 .. 95 1.67 1.20 0.80 
13 2.55 2 .. 42 2.22. 2.,03 1.90 1.65 1.34 o.B4 o.56 
14 1,.24 1.17 1.10 1.04 1.00 0 .. 92 0.84 0.65 0.51· 
15 2 .. 93 2.65 2.32 2.03 1 .. 84 1.45 1.08 0.59 0.34 ,. 16 2.67 2.28 1.94 . 1.68 1.55 1 .. 32 1.07 0.72 0.51 
17 1.44 1.39 1.30 1.22 1.16 1.06 0.94 0.72 o.56 
18 4 .. 78 4.31 3.84 3.45 3.20 2.75 2 .. 30 1 .. 70 1.41 
19 2.78 2 .. 53 2.25 1.99 1.82 1.46 1.10 0.,62 o.L~1 
20 2.32 2.21 2.,06 1.,88 1. 75 1.46 1.14 o.69 0.45 
21 . 2.70 2.52 2.26 2.04 1.89 1 .. 58 1.25 0.75 0.50 
22 2.13 1.85 1.60 1.40 1.26 1.02 0.77 o.4B 0 .. 32 
23 3 .. 24 3.05 2.78 2.51 2.35 1.98 1.60 1.10 0.85 
24 3 .. 02 2.73 2.42 2. I4 1.97 1.64 1.30 0.78 0.46 
25 3.4o 3.05 2.68 2.37 2.16 ·1.75 1.33 0.79 0•54 
26 2. 71 2.19 1.70 1.41 1.26 0.98 0.70 0.,34 0.15 
27 2.72 2 .. 45 2.10 1.78 1 .. 59 1.24 0.,90 o .. so 0.;29 
28 2.10 2.,04 1.89 1.72 1.60 1.32 1.02 0 .. 60 0.,38 
29 2 .. 18 2.09 1.95 1.83 1.75 1.60 1.40 1.06 0.,80 
30 2.78 2.,40 2.05 1.77 1.60 1.28 0.97 0.58 o.4o 
31 3.42 3.12 2.,81 2 .. 55 2.4o 2.05 1.65 1.03 o .. 69 
32 1.,31 1.20 1.07 0.95 0.90 0.76 o.64 o.44 0.34 
33 3.00 2.91 2.,70 2.50 2.34 1.99 1.52 0.80 o.43 
34 2.23 2.10 1•92 1.77 1.67 1.47 1.,22 0 .. 93 Oo80 
35 3.09 2.84 2.54 2.27 2.10 1. 77 1.45 02 0 .. 80 
36 1.91 1.70 1.48 1.27 1.15. 0.92 0.70 o.47 0.39 
37 2.14 2.00 1.85 1.70 1.60 1.35 1.02 0.58 0.32 
38 2.01 1.85 1.66 1.48 1.35 1 .. 12 0.87 0.57 . 0.39 

Average 2.71 2.48 2.20 1.96 1.80 1.50 1.18 0.75 0.55 
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for a 6-hour duration and areas of 50 to 500 square miles, produced a 

similar straight-line relationship but a lesser slope. 

Storm profiles 

392. In theoretical studies it is useful to express a complex 

rainfall pattern in terms of a simpler picture or to develop a 

"synthetic!! isohyetal map from the area-depth characteristics of a 

theoretical storm. Some work along these lines has been done in con­

nection with the Caddoa Report ( 5). In that study, by a graphical 

process, ellipses of a given eccentricity were constructed to represent 

successive isohyets. The resultant isohyetal map possesses the same 

area-depth characteristics as the enveloping area-depth curve of the 

design storm. The object of such a study, in general, is to synthe-

size a storm from known volumetric rates of precipitationJ in terms 

of a reasonable rainfall pattern~ 

393. The following treatment extends the concept of a synthetic 

rainfall pattern to one where the rainfall depth at any point in the 

area is expressed as a mathematical function of the space coordinates. 

For this purpose, equation 4.1 is put into integral form,. so that D 

is the value of minimum rainfall encompassed within area A: 

rA 
D=-~ DdA 

or ~A D dA - D A 
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As bef'ore, the integration is from,high values of rairtfall, beginning 

with maximum rainfall, to low values of' rainfall. Differentiating 

both sides of equation 4.4 with respect to A, 

D . 'D + 
dD . 

A-· 
dA 

This is the general solution for a minimum-rainfall curve, i.e., a 

curve similar to an area-depth curve, but where the depth represents 

the minimum instead of the average depth of rainfaJ.l included within 

the area. The term, minimum-rainfall curve, was assigned to this type 
. (6) 

of relation by Kroeger and Stewart • It also corresponds tv the 

isohyet-area curve introduced. in the Caddoa Report. If an isohyetal 

map with a single center and progressively decreasing rainfall outward 

is assumed, the same relation gives the value of each encompassing 

isohyet as a function of the total area enclosed by the isohyet. 

394. A more useful form of equation 4.5 can be obtained by 

developing a functional relation for the area-depth curve. In most 

storms, a large p:trtion of the area-depth curve can be approximated 

by a simple logarithmic expression of the form: 

D = a log A+ b (where a< 0, b > 0 ) (4.6) 

where a and b are the parameters of a straight line on semilogarithmic 

paper, a being the negative slope and b the. intercept on the y axis •. 

If it is assumed that this relation holds true for all values .of area 

from .a very small value up to A
0

, where the corresponding value of 

average depth is D
0

, then equation 4.6 can be put in a more convenieht 

form: 



A 
D = a log Ao + D 

0 (4.7) 

Differentiating the above expression and substituting in equation 4.5, 

D = D + a (4.8) 

A 
or D a log -A + D + a 

0 0 
(4.9) 

395. In order to obtain a synthetic isohyetal map from the above 

relation, some general relationbetween rainfall depths and the space 

coordinates must be postulated. The simplest case is a single-celled 

rainfall pattern with concentric eire les as isohyets. Letting r the 

radius of any isohyet, and r 
0 

= the radius of the outermost isohyet 

corresponding to the areaA0 , equation 4.9 becomes 

D 2 a. log + + a (0 < (4.1D) 

396. Equation 4.10 shows that, for the particular pattern 

assumed, rainfall decreases logarithmically with distance from the 

storm center. This derivation applies to a simple circular pattern 

and a particular form of area-depth curve, but can be extended to 

include other conditions. An elliptical pattern bears a close 

similarity to most rainfall patterns and can be derived in the same 

fashion, although it involves greater mathematical difficulties. 
ll' 

3<J7. Similarities between equations 4.7, 4.9, and 4.10 suggest 

the possibility of a simple graphical solution, as shown in figure 

146. If the area-depth curve is plotted as a straight line on semi-

logarithmic paper, the minimum-rainfall cur'\"e is a pinallel line 

displaced downward a distance equal to the slope a of the area-depth 



curve. ~th radius plotted on the same scale as area, then, the 

curve of depth against radius has twice the slope of the area-depth 

curve and terminates at a point defined by the radius r
0 

of the 

outermost isohyet and the minimum rainfall depth D of area A
0 

(which 

equals the rainfall value along the outermost isohyet). 

·398. Since the depth-radius curve for a circular storm corre­

sponds to a storm profile or cross-section outward from the storm 

center.~> the graphical procedure outlined above was used to derive 

generalized storm profiles for all the llfuskingum summer storms studied. 

First, the area-depth values for the 38 storms were grouped according 

to storm· magnitude, and group means obtained f·or the areas from 50 

to 500 square miles., The results, as fitted straight lines on semi­

logarithmic paper, are shown in figure 147. The family of curves 

represents typical or average area-depth relationships arranged accord­

ing to stormmagnitude .. Developed fromthe same data, thevalues are 

consistent with the ratios indicated by the percentage area-depth 

· curve of figure 145.. The corresponding storm profiles based on a 

circular pattern were then derived graphically and are displayed in 

figure 148., The portions of the curves shown as dashed lines repre­

sent extrapolatedvalues based on an extension of the straight-line 

relationship below 50 and above 500 square miles., These ctirves can 

be visualized either as profiles for hypothetical circular storms 

or as average profiles through actual storms .. 

Duration-depth relations 

399.. The effect of storm movement is to make the mass curves 

of rainfall at successive points in the direction of movement out of 
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phase. Generally, each curve will show a steep rise near the beginning 

of rain, with the major portion of the rainfal1 occurring in a fraction 

of an hour, as in figure 141. mass curve of rainfall for a basin, 

however, because of non-synchronization over the area, will show a 

more symmetrical and also more uniform .time pattern of rainfall. 

The duration of rain will be longer and the maximum intensity less 

than shown by in.di vidual point-rainfall mass curves. 

400. The time pattern or hyetograph of rainfall volume over 

a basin will be influenced by basin characteristics of size, shape, 

and orientation. The effect of basin e is to reduce short-duration 

rainfall intensity with increase of area. If the basin deviates. con­

siderably from a circular shape, the hyetograph will be influenced by 

the orientation of the basin relative to ·storm direction. A long, 

narrow basin parallel to the storm path will have a long, uniform 

pattern of average rainfall. The same basin shape oriented normal 

to the storm path will show the early, steep rise of rainfall inten ... 

sity that is characteristic of the individual station. 

401. It is readily seen that the form of the duration-depth 

curve is related to the velocity and direction of storm movement 

and to the basin characteristics described above. An attempt was 

made in this study to isolate the effect of basin size on the shape 

of the duration-depth curve of thunderstorm rainfall. Because 

sufficient time was not available for a thorough study of the problem, 

it was decided to make evaluations for two sizes of area: 375 and 

8000 square miles. The lower limit was selected because previous 

calculations had been made for that value of area and because smaller 
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Tab1~ 20 
DURATION-DEPTH VALUES, 375 SQUARE MILES 

(:MUSKINGUM BASIN) 

" 
Storm DURATION (HOURS) 

No. 1/2 1 1-1/2 2 2-1/2 3 .•. 3-1/2 4 4-1/2 5 5-1/2 6 

l .179 .315 .388 .449 .467 .480 ·485 .487 .488 .488 .W39 .W39 
2 .106 .186 .239 .284 .321 .356 ,4Z'f ·434 .w..o .442 .443 .443 
3 .053 .105 .131 .155 .161 .184 .186 .194 .235 .269 .271 -273 
4 .161 .317 .447 .563 .714 .820 .906 .981 1.051 1.095 1.139 1.150 
5 .392 .639 .698 .729 ·736 .736 ·736 .736 -736 .736 -736 ·736 
6 .510 .679 ·735 .767 .780 ·193 
7 .165 .295 .;26 .329 .329 .329 
8 .087 ,108 .lll .115 .120 .122 
9 .283 .389 .478 .496 .509 -509 

10 .284 .;65 ·707 .7)3 .763 -770 
11 .217 .239 ,289 .373 .399 .400 
12 .561 1.066 1.151 1.187 1.230 1.245 
13 .294 -547 .66o .733 .784 ·190 
14 .199 .385 .1.!26 .449 .W35 .• 495 
15 •071 .072 .085 .085 .085 .os5 
16 .238 .422 .453 .436 .436 .4;6 
17 ~484 .582 .624 .625 .625 .625 
18 .689 1.086 1.476 1.637 1.694 1.725 1.763 1.778 1.789 1.790 1.790 1.790 
19 .439 ·590 .702 .761 ~779 o788 ·789 .789 .792 ·192 .793 ·793 
20 .092 .183 .252 • :;02 .341 -373 .418 . .435 .449 .469 . ·471 .471 
21 .067 .132. .158 .lfr! .192 .194 .195 .195 ~195 .195 .195 .195 
22 .391 .400 .424 .1.;29 .473 .475 

~, 
23 .691 .848 .r:rr4 .928 1.049 1.055 
24 .352 .474 S77 .?/7 .584 .• 584 
25 .:;22 ·1#3 .450 .473 .477 .481 
26 .205 .248 .256 .259 .259 .259 
Zl .128 .167 .178 ,180 .181 .181 
28 .191 .343 .443 .617 .702 .725 
29 .425 .699 .952 .974 ~978 .978 
30 .207 ·374 .414 .46o .482 .502 ·503 .;503 .503 .503 .503 .503 
31 .123 ·227 .326 .372 .389 .404 .433 .458 ·459 .461 .461 .461 
32 .216 .26o .271 .277 .282 .282 .282 .282 .282 .282 ~282 .282 
33 .020 .036 .052 .o52 .052 .o;a .o52 .052 .052 .052 .o;a .052 
34 .256 .483 .682 .741 ·774 .828 -941 .995 1.009 1•016 1.017 1.018 
35 .437 .663 ·1"d.?; -772 .825 .884 ·937 .972 1.010 1.044 1.079 1.089 
36 .065 •. 125 .181 .• 244 .286 .313 .317 .:;21 .321 .. ,?21 ~321 .,?21 
37 .o:;2 .064 ,090 .117 .128 .134 .146 .153 .157 .159 .161 .162 
38 .117 .217 .26o .287 .292 .306 .419 .5<)0 .5.33 .540 .543 -543 

Means .}18 .456 -514 ·553 .'315 .582 
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Table 31 

DURATION-DEPTH VALUES 1 8000 SQUARE YILES 

(MUSKINGUM BASIN) 

~ 

Storm DURATION (HOURS) 
No. 1/2 1 l-1/2 2 2-1/2 ; 3-1/2 4 4-1/2 5 -5-1/2 6 

1 .Ol,jB .092 .132 .169 .208 .242 .280 .318 .351 .}83 .412 .432 
2 • 032 .063 .085 .1(]7 . .122 .139 .168 .182 .192 .201 .210 .215 
3 .137 .270 .391 .5()1 .5'17 .667 ·732 •778 .821 .861 ·900 .929 
4 .104 .185 .265 .338 .400 .466 .52; .570 .611 .650 .685 ·716 
5 .147 .283 .419 .520 .598 .663 .715 .721 ~726 .730 -730 ·730 
6 .121 .211 .292 .:;62 .413 .463 
7 .101 .183 .2,32 .271 .296 ·2'fl 
8 .093 .• 162 .210 .253 .278 .296 
9 .102 .202 .258 .311 .345 .357 

10 .(]79 ·143 .188 .232 .282 .321 
11 .19() .3oa .397 .460 .496 .508 
12 .229 .!#> .581 .704 .761 .803 
13 .119 .216 .29} -374 .474 o5!14 
14 .180 .350 .400 .)#) .490 ·510 
15 .134 .197 .. 249 -277 .286 .291 
16 .192 .322 ·414 .496 .508 <>520 
17 .2:;1 .433 .504 ·535 .siP -557 
18 .224 .414 .m •700 ·927 1.053 1.163 le245 1.,2'fl lo334 1.364 1.390 
19 .107 .. 212 .282 .:;46 .• 376 ·393 .403 .412 .419 .422 .W:5 .!t26 
_20 .;085 .163 .240 -294 ·.?44 .:;84 .413 .!t4o .454 .J$.>3 .1!69 .474 
21 .o84 .155 .226 ·294 ·359 .4£),; .441 .459 .471 -478 .483 .487 
22 .083 .162 .204 .21J4 .282 .319 
23 .263 .45:; .618 .696 •782 .84!3 ,i) 

24 .].()6 .188 .200 .339 .W:l .!J68 
25 .117 .223 .325 .4o6 .454 .491 
26 ~106 .162 .204 .238 .266 ~291 
27 .097 .171 ·22'1 ~265 .,322 .357 
28 .114 .225 .;281 .325 .36o .,;a; 
29 .331 .628 .743 .788 9801 .802 
30 o057 .].()4 .149 .196 .252 .302 .337 .,;69 -395 .417 ·.101 .W+; 
31 .076 .146 .217 .274 .332 .387 .451 .;oo .51.16 ·593 .637 .677 
32 .091 .172 ·22'1 .281 .309 .;24 ·330 .334 .,;;6 .3'31 ·3?;7 .3'37 
33 .038 .075 .106 -~ .178 .209 .245 .278 .316 9349 .;82 .4£>9 
34 .121 .233 .:;so .461 .553 ~624 .667 ·710 ·737 ·759 ·776 .792 
35 .172 .317 .W+8 .540 .623 .671 .707 -737 ·755 .no .784 .794 
36 .074 .142 .199 .251 .290 .:;16 .336 .352 .;61 .:;67 .370 ·373 
37 .043 .o84 .121 .157 .190 .219 .2lJ6 .2($ .290 .;o5 .318 .327 
38 .068 .110 .148 .181 .207 .21J4 .280 .:;o5 .325 .3W: .:;;; .363 

Means .163 .297 .;84 .W+1 .490 .520 
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areas would have included an inadequate number of rainfall stations. 

402. The basic data consisted of tabulations of half-hourly 

rainfall durtng 1937, 1938, and 1939, and hourly observations during 

1940 and 1941. The computation procedure involved arithmetical 

averaging of station-rainfall amounts for successive time increments 

in each of the thirty-eight 6-hour storms. The arithmetic means for 

the smaller area were ·adjusted to agree with the isohyetal mean for 

the total period. No adjustments were required for the 8000-square­

mile area, the hyetograph values being the same as those developed 

for the selection of the maximum 6-hour period in the reliability 

study (paragraphs 343-9). Duration-depth values for each storm were 

determined in the usual manner: by selecting maximum periods and 

computing total rainfall for those periods. 

403. The effect of area on the time pattern of rainfall is 

shown in figure 149 in the form of an average mass curve of basin 

rainfall expressed as a percentage of total 6-hour precipitation. 

A comparison of figure 149 with fig~re 141, the characteristic point­

rainfall curve, shows that the effect of area is to increase the 

duration of rainfall and to transfer the maximum intensities to the 

middle of the storm period. 

404. The duration-depth values of each storm are presented in 

tables 30 and 31. These data were used to develop general duration­

depth relations applicable to thunders~or.m rainfall. Values for 

durations tinder 6 hours were plotted against total 6-hour depth, as 

shown in figures 150 and 151, and regression lines fitted to repre­

sent average ratios between depths for the shorter durations and the 
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6-hour depth. Some of the storms plot consistently below the lines., 

indicating greater uniformity of rainfall intensity through the 

6-hour pe;riod. However, there is no evidence of any definite trend 

toward abnormal time distribution for the larger values of rainfall. 

With this .in mind,. figure 152 presents the results in the form of 

average percentag~ duration-depth curves for the two values of area, 

375 and 8000 square miles.o The two curves verify the theory dis-

cussed previously: increasing uniformity of rates<with increasing 

basin area. A similar plotting, using the United States maximum 

. observed rainfall values presented in the next section, produces curve.s 

with generally less curvature,· i.e., with more uniform rates. 

Maximum thunderstorm rainfall 

405. Because the scope of the present report is, by assignment, 

thunderstorm rainfall, it is primarily concerned with areas less than 

1~000 ·square miles and durations less than 12 hours. The problem of 

computing the maximum possible rainfall over larger areas:. usually 

greate:r thanlO,OOO square miles, and for durations of 24 hours·or 

more, has been discussed in previous reports of the Hydrorooteoro­

logical Sec·tion, particularly numbers 2 (7} and 3 (8), but in these 

.and subsequent reports .it was carefully noted that the basic tech-

niques employed cannot with equal fa.cility or security be applied to 

the smaller areas and the shorter durations. 

LJD6. • The factors that must control the magnitude of rainfall 

intensity are knovvn. · They are, essentially, available moisture and 

the rate and height of lift.. The first has been defined as 



precipitable water, Wpl' in previous reports where it has been sho'Wll 

that the justifiable assumptions of a pseudo-adiabatic lapse rate 

and saturation in major storms make Wp a function of the dew point 

at 1000 mb. Figure 153 is a chart for the computation of Wp, based 

on theseassumptions. The limitingvalues are thus dependent on 

the limiting dew points, and sufficient data are available on the 

latter for reasonably accurate geographical and seasonal definition. 

The possible duration of thedew point should also be known. The 

Hydrometeorological Section is now engaged in a statistical study 

of dew-point persistence specifically the regional and seasonal 

variation of' the highest dew point that can be. equaled or exceeded 

within a given duration. The study is sufficiently advanced to in­

dicate def'ini tely that the country-wide gradient of' this maximum dew 

point is le.ast when short durations are considered, greatest when the 

longest durations are considered. A high dew point that can persist 

for days.at New Orleans, for example, can persist only for hours at 

Chicago. The possible geographical extent of' simultaneously high 

dew points is another factor, but ;it is obvious that the importance 

of this factor decreases with decrease of area. The indications are, 

·then,· that the t:horter the duration and the .smaller the area, the 

less variation there is in the Wp that.must be used in the computa­

tion of the maximum possible rainfall. 

1!J7. The height of lift is another factor which, though it 

has a wide seasonal and geographic variation, bec.omes practically 

a constant when maximum possible values for short durat.ions and 

small areas are to be computed. Its maximum value may be safely 
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stated as the maximum height of the tropopause, which is at a pressure 

of about 100 mb, thus allowing a maximum of about 900 mb of lift or an 

outflow column stretched to that depth. Even 10 to 2o% variations in 

the depth have negligible effects on the possible precipitation because 

o.f the very small values of mixing ratio at pressures near 100 mb.at 

atmospheric temperatures. 

408. The rate of lift is the factor whose unreliability in-

creases as the durations and the areas involved in the computation 

decrease. The rate of lift obviously cannot be very great over large 

areas, so that its possible variations under such circumstances are 

confined within narrow limits. Furthermore, these limits over large 

areas are determinable indirectly by construction of simplified con-

vergent-flow models which not only resemble reality but which have 

definite and important features that can be checked from observed 

data (
9) • The mean rate of lift, or vertical velocity, for instance, 

is a function of the mean downwind decrease of wind in such a flow 

model, as explained in chapter I (see paragraph 93). The maximum 

possible velocity of the inflow wind can be approximated by en-

velopment and adjustment of observations of pressure, temperature, 

and wind. The optimum velocity at outflow is determined by the 

optimum ratio of inflow to outflow mass, t::.plf t::.p2 (lO) 
11 

which varies 

within the narrow limits of about 1/3 and 1/2, depending on the dew 

point. '\'1Jhen the linear dimensions of the area under consideration are 

great enough, both the maximum inflow velocity and the velocity drop 

across the area can be reasonably verified by observation~ 
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409. Over very small areas and .for very short durations, however, 

both theory and observation indicate vertical velocities of very great 

magnitude. There are insufficient data on their variation in time and 

space and no flow model that could produce such vertical velocities· 

can have its important dynamic .features confirmed from any available 

network of' meteorological observations, either surface or aloft. The 

matter is further complicated by i:;he fact that no raindrops can fall 

i:;hrough upward currents exceeding 9 mps at normal air density and thai:; 

the horizontal transpori:; of i:;he raindrops i:;hai:; do fall may far exceed 

i:;he linear dimension of' i:;he small area being considered for compui:;ai:;ion. 

410. Pending i:;he necessary refinements in observai:;ional nei:;work, 

techniques, and dai:;a, i:;he closesi:; approach i:;o the maximum possible thun­

dersi:;orm rainfall is by envelopmeni:; of recorded rainfall. The bases for 

such an envelopmeni:; are coni:;ained in i:;able 32, which lists i:;he record 

rainfall amouni:;s in i:;he Unii:;ed Si:;ai:;es .for durai:;ions up i:;o 24 hours and 

areas up i:;o 1000 square miles. These dai:;a were developed from si:;orm 

studies cooperai:;ively made by i:;he Hydromei:;eorological Seci:;ion and the 

u.s. Engineers# and i:;he si:;orms producing the record values are also 

lisi:;ed in the table. Many of i:;he coni:;rolling rainfall amouni:;s vrere dei:;er­

mined largely .from unofficial. rainfall observations colleci:;ed by survey 

of i:;he storm< area. Some of' these observai:;ions were as much as 50 miles 

.from available recording gages and indicated values five i:;o six times 

i:;hose reporled by. o.fficial stai:;ions. However, all possible care has been 

i:;aken to verify the dai:;a used. A further considerai:;ion, as indicated in 

.figure 132 (chapter III), is i:;hat i:;he perceni:; standard error of rainfall 

determinations over areas of 1000 square miles or less, wii:;h average gage 
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density, is over 20%. Though caution is naturally indicated~ it seem$ 

rash to ignore the possibility of the rainfall rates show.n in tabie 32. 

411. For a first approximation of limiting thunderstorm rainfall 

rates the values of the table should be considered. They can occur in 

one storm; most of them actually did occur in one storm. 

412., For project basins, these values,· enveloped for the size of 

the project area, should. be adjusted on the basis of moisture content or 

dew point. Tnis type of adjustment has been discussed in previous 

reports (?) (8). In the present case, the dew-point adjustment is based 

on thunderstorm-flow models which are modifications of the radial~inflow 

model show.n in figure 22 (chapter I). These models all have the follow-

ing features: 

(a) Continuity of· mass flow is obtained by specif'ying equal mass 
(equal vertical pressure differences) in convergent and diver­
gent layers; in the case of any inequality, the outflow veloc­
ity is adjusted by the ratio of the inflow Llp to the outflovi?i'flp. 

(b) Cell-top height is varied linearly with surface vapor pressure, 
from 300 mb at a 1000-mb dew point of 50 F to 100 mb at a 
1000-mb dew point of 78 F. 

The depth of the convergent or inflow layer was varied from one-third to 

two-thirds the pressure height of the total cell; the divergent or out-

flow layer from one-third to one-half the same height; and the middle 

layer from one third of the height to zero.. Each of these models produced. 

a different value of effective precipitable water or WE for a specific 

dew point but the percentage variation of WE with dew point in each model 
. . 

was very nearly the same as the variation of precipitable water or W with 
. p 

dew point, Wp being computed from 1000 mb to the top of the cell. This 

fact permits a moisture adjustment of thunderstor.m rainfall without 
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Table 32 

MAXIMUM OBSERVED U. s. RAINFALL 

{Revised October 1946) 

Area 
{square 
miles) 1 3 

Station lO.Oa 2le5b 

25 8.ob 16.8b 

50 ?.lb 15.6o 

100 6.oc 14.7c 

250 5;;3o . 13.3c 

500 4.7o 11.,8c 

1000 3.9c lO.Oc 

Storm Date 

a · 1819, July 26 
b 193.5, May 31. 
o 1921, Sept • 8-10 
d 19~, July 17-18 

* tentative data 

Duration (hours) 

6 12 18 

30.7d 34.3d 36.4o 

22.40. 28 .. 6o 33.7c 

20.8o 27 .5o 32.4o 

19.6c 26"'20 30.?c 

17 .. 3c 23.,6c 27.9c 

15.4c 21 .. 4c 25.6c 

13.4c 18o8C 22.9c 

Location of Center 

Catskili1 N. Y. 
D'Hanis, Tex. * 
~hrall, . Tex. 
Smethport, Pa. * 

24 

38.2c 

35.lc 

33.7c 

31.9c 

29.0c 

26.,6c 

24.oc 

N.A. 2-17 
GM 5-'20 
GM 4-12 
OR 9-23 

28.3 



2S4 

reference to a specific flow model or specific values of VfE. 

413. The Wp or WE ratios to be used in the adjustment, as a func­

tion of the 1000-mb dew point and in terms of the Wp or ~ at a 1000-mb 

dew point of 78 F, are given by the curve of figure 154. The curve can 

be us.ed in two ways. Assuming that the upper limits of thunderstorm 

rainfall in the United States are reasonably well defined by an envelop­

ment of the values of table 32, adjustment can start with those values as 

a base. The dynamic intensities involved (the rate of lift, etc.) in the 

production of these rainfall rates can be assumed to be the optimum; thus 

only a moisture adjustment is necessary. The 1000-mb dew point which can 

be considered common to the enveloping values is 78 F. To estimate the 

limiting thunderstorm rainfall rates in a f!pecific region, then, it is 

necessary only to obtain the maximum possible dew point for the region 

and to apply the ratio indicated in figure 154 to the enveloped values 

of table 32. A region Whose highest 1000-mb dew point is determined to 

be 70 F will thus, as a first approximation, have limiting rainfall rates 

that are 67.7% of the envelopment. There may be some variation of the 

percentage with duration, but that variation is often small and therefore 

ignored in this presentation. Another approach is to adjust k;nown. storm 

values which have occurred in the project region, or are transposable to 

the region, by the percentages indicated in figure 154. For example: if 

the actual storm occurred at a 1000-mb dew point of 70, while the maximum 

possible dew point for the region is determined to be 78, the storm values 

would be increased by the ratio of 100/67.7• An envelopment of such ad­

justments is an approximation of the maximum possible rain. If both types 

of adjustment yield the same result, there is greater assurance in using 

d 



the result as an estimate of the maximum possible. If the values do not 

agree 1 they can be used. as upper and ,lower limits between which the final 

values should fall. The second type of adjustment will usually yield the 

lower value. 

414. Since the enveloped values of table 32 can be considered as 

occurring at sea level (defined as 1000 mb), a further adjustment is 

required for project basins at higher elevations. The assumption is that 

there is no orographic intensification of the limiting thunderstorm­

rainfall rates but that there is an orographic depleting effect., . The 

higher the level at which the· storm occurs the less the total Wp that can 

be processed and therefore the less the rainfall. To compute this deplet­

ing effect, each of the radial-inflow models previously described was 

varied so that its base was put at successively higher levels (lower 

pressures) while its top remained constant (for a particular 1000-mb 

dew point) and its ratio of inflow ~p to outflow ~p and to the middle­

layer ~p was retained. The result was that the depleting effect, 

expressed as a percentage, approximately equaled the ratio of the Wp 

computed for the layer between 1000 mb and the basin elevation to the Wp 

computed for the entire cell (1000mb to the top of the cell). The 

residual percentages, or the percentages of the limiting thunderstorm.;.. 

rainfall rates at sea level that are possible at higher elevations, are 

given in figure 155. The chart is to be used after rainfall values 

(regional storm or enveloped u.s,) have been adjusted by comparison of 

the 1000-mb (sea-level) values of actual and maximum possible dew point. 

(A chart for the pseudo-adiabatic reduction of dewpoint involved is 

given in figure 33, chapter .) Figure 155 is to be entered with the 
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ma:x:immn possible regional dew point at 1000 mb and the height of the 

barrier to inflow of the optimum moisture into the basin, The height of 

the barrier is defined as the mean height of the topographic barrier 

over which the air must flow in order to enter the basin. The correction 

applied is simply for the removal of moisture by lifting before the top 

of the barrier is reached (
8

)., In the two examples of adjustment cited 

in the last paragraph, the existence of a 3000-ft barrier~ as def'inedj 

would call for the application of a .factor of 76% in the :first, case 

(1000-mb dew point of 70) and a factor of 80% in the seco11d case (1000-mb 

de_w point of 78) .. 

415.. Because of the possibility - even probability - of transla-

tion of rainfall from the region of formation to the region of' fall, it 

follows that in regions of' abrupt topographic slope the air convective 

processed could originate at elevatio11s loV!I-er than the elevation of' the 

barrier to the project basin, I£ the slope upward to the. edge of the 

basin on the windward side is very steep, the proper pe~centage adjust-

ment for basin ele"iration in such a case may be larger than indicated in 

figure 155 - as large percentage, in the e:k'treme case, as for the 

elevation of the base of the windward slope.. Though special study of 

the topography may be. required some cases, it is reoorranended as a 

practical and generally applicable expedient, V~there steep Slopes are 

concerned, that the possible rainfall intensities be considered the same 

for all elevat;ions from the base of the slope to 3000 feet above the base. 

The base elevation to be considered should not be more than five miles 

from the barrier to the pr0 ject area and should be open to comparatively 

unobstructed air .flow. For bas more than 3000 feet above the base of 
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the slope the percentage of base rainfall should be. allowed to decrease 

linearly with height to 12,.000 feet above sea level (1000 mb). The final 

perce:rit~ge to be used at 12,000 feet should be taken, for the appropri-

ate dew point, from figure 155. 

416u The use of transposed depth-area values, without adjustment 

other than for moisture charge and elevation, presupposes the possibility 

of reorientation of' isohyeta.l patterns to fit the project basin., Consid ... 

eration must therefore be given to ilhe application of' special reduction 

factors, based on basin configuration,· if' estimates are to be made for 

basins of shape or orientation radically .different from known storm iso-

hyetal patterns. For example, most of the intense storms that provide 

the maximum rates of rainfall in the United States over large areas have 

typically elongated elliptical isohyetal patterns with major axis normal 

to the dire.ction of' the inf'lowing air from the south. However, closer 

examination of these and also small-area isohyetal patterns discloses 

that over the small sizes of area considered as subject to thunderstorm-­

type rainfall, the isohyetal pattern can have almost any oriantatio!l and 
' . ' " 

shape, although the large-scale pattern has definitely restricted orien-

tation and shape. In other words, for the estimate of maximum thunder­

storm rainfall, a basin-configuration factor may usually be neglecteds 
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SYMBOLS AND ABBREVIATIONS 

A degrees Absolute, area 

AD average depth of preoipi'l:;ation 

a. acceleration, slope 

b intercept on Y axis 

G degrees Centigrade 

CCC ceiling of convection above CCL 

CCL convective condensation level 

CICL convective ice-crystal level 

em . centimeter 

CV coefficient of variation 

D depth of precipitation 

E efficiency 

e partial pressure of water vapor 

e8 partial pressure of water vapor at saturation 

F degrees Fahrenheit, frequency 

f frequency 

fpa feet per second 

ft foot, feet 

G area per rain gage 

g acceleration of gravity, gram 

gm gram 

H height 

h height 

hr hour 

I intensity of precipitation 
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ICL ice .. orystal level 

in inch 

K constant 

kg kilogram 

km kilometer 

Lee ceiling of convection above LCL 

LCL lifting condensation level 

LFC level of free convection 

LICL lifting ice-crystal leve 1 

m meter 

mb millibar 

mm millimeter 

mph miles per hour 

.mps meters per second 

N number 

NACA National Advisory Committee for Aeronautics 

p pressure, probability 

p pressure 

Pc condensation pressure 

R gas constant, rainfall 

r radius 

RH relative humidity " 

s superior air 

SD standard deviation "* 

SE standard error 

sec second 
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T temperature, thunderstorm, trace 

t time 

T
0 

critical temperature, condensation temperature 

Td dew-point temperature 

TE equi~alent temperature 

TG tropical Gulf air 

Tw wet-bulb temperature 

V velocity 

vl inflow velocity 

V2 outflow velocity 

Vz vertical velocity 

w mixing ratio 

effective precipitable water 

wp precipitable water 

w
8 

saturation mixing ratio 

X dimension normal to inflow 

X arithmetical average 

Y dimension parallel to inflow 

P air density 

g potential temperature 

Qd partial potential temperature of the dry air 

QE equivalent potential temperature 

ew wet-bulb potential temperature 

R thunderstorm 
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GLOSSARY· 

absolute instability - Thermodynamic state of atmosphere characterized 
by lapse rate greater t..'lan ·the dry-e.diabatio, hence unstable for 
both saturated and unsaturated air. 

absolute stability - Thermodynamic state of atmosphere characterized 
by lapse rate less than the pseudo-adiabatic, hence stable for 
both saturated and unsaturated air., 

adiabat - Curve of thermodynamic change taking place without addition 
or subtraction of heat., On. adiabatic chart or pseudo-adiabatic 
diagram: a line showing preasuxe and temperature changes under­
gone by air rising or sinking in the atmosphere without exchange 
of heat with its environment or condensation of its water vapor; 
a line, thus, of constant potential temperature., Also called a 
dry adiabat <~> 

adiabatic = Referring to process described by adiabat~ 

adiabatic chart ... Diagram in ~ich temperature is.· plotted against 
pressure (log p or p0•28 ) and on ~ioh adiabats are constructed. 

adiabatic lapse rate w Lapse rate equal to the rate of change of te~ 
perature with height of unsaturated air adiabaticallyraieed or 
lowered in the atmosphere; indicated by the adiabat~ and equal 
to 1 C/100 m.t approximately.. Also called the dry~adiabatio lapse 
ratee 

advection - Horizontal air transport$ 

t~tir mass - Extensive body of air approximating horizontal homogeneity, 
identified as to source region.an.d subsequent modifications., 

Qtltic;yclone - A circulation around relatively hi{Y.1. pressure. at the 
center$ clockwise in the Northern and counterclockwise in the 
Southern Hemisphere@ 

area-~Rth c~y~ - Curve sho~~ng, ~or a given durations the relation 
of maximum average depth to size of area within a storm or 
storms~ Also called depth-area curve. 

avera..ge d:'I_>th ... Mean depth of ·precipitation over a.J. a:re.a3 obtained 
from the arithmetical or weighted mean the depths at points 
within the area., 

average error - The arithmetical mean of all er.rors or deviations~ 
regardless of sign, :mea1:rured as depa.rtures from an aceepted 
11true" value or mean$ 
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. backing.·· ... Com1.terc lockwi se change of wind . direct ion, e ~g., from west 
.wind to squth wind. 

center of action - Semipermanent cyclonic or anticyclonic system 
characterizing the large-scale circulation of the atmosphere .. 

cirrus ... High cloud composed of ice crystals; delicate, fibrous, 
transparent in appearance. 

coefficient of variation (CV) - A measure of relative variability, 
equal to the standard deviation expressed as a percentage of 
the meian. · 

col - Region of saddle-shaped isobaric surfaces between two regions 
- of high pressure and two regions<of low pressure, alternately 

arranged., By analogy, any region bo"Unded by such an arrange­
ment of isolines of high and low values. 

cold front- Front at which relativelycolder air displaces warmer 
air. 

colloid ... Substance in a state of such fine dispersion. that it can 
remain in suspension, without marked settling, indefinitely • 

comparative data .. Periodic summary of the annual and monthly means 
or normals· of various meteorological elelJlEm;;ts at a station. 

conditional instability - Thermodynamic state of atmospnere which 
is stable for lifting of unsaturated air particles but unstable 
for lifting of saturated air particles; characterised by .a 
lapse rate between the dry and the pseudo-adiabatic. · 

conditionally neutral - Possessing a pseudo-adiabatic lapse rate, 
hence neither conditionally stable nor unstable. 

convection - Atmospheric motion thermally induced; chiefly the vertical 
component of such motion and, by analogy, any vertical component 
of motion,. Also heat transfer by means of mass motion within 
the medium. 

convective condensation level (CCL) - Atmospheric level at which 
rising air Will become saturated after insolation has established 
a dry-adiabatic lapse rate from the surface to that level. 

oonvect1.vt:1 ice-crystal level (CICL) - Level at which the isotherm of 
freezing temperature is reached by saturated air rising above 
ceLt< 
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convective instabili;tr - Thermodynamic state of a layer of air which 
can become unstable after lift or after evaporation of moistur.e 
into it; characterized by a decrease of .SE or 9w with elevation, 
or a lapse rate of Tw exceeding the pseudo-adiabatic. 

convectively :p.eutral .. Neither convectively unstable nor convectively 
· · ·. stabla; characterized by constancy or ... ~ or 6w With height, or 

a lapse rate of Tw equal to the pseudo-adiabatic. 

convergence .~ Jiorizontal shrinking and vertical stretching of a 
volumE} of air, accompanied by net inflow horizontally and. in­
ternal upward motion vertically. 

Coriolis force - Apparent deflecting force, on a particle in motion, 
due to the .earth ts rotation. 

correlation coefficient - A measure of the proportion of one vari­
able.'s variation which is associated with the variation in 
another variable. 

critical points {or lev~ls) - The levels in an aerological sounding 
(and the value.s at these levels) which separate markedly different 
rates of change of temperature or of relative humidity with height. 
Also called significant points 9r lev,els. 

critical temperature (T0 ) - Surface temperature that must be exceeded 
for free convection beyond CCL. 

cumulonimbus .... Massive cloud with great vertical development,upper 
part having f'i.b.rous texture and spreading out in shape .of anvil; 
the thunderstorm claude 

cumulus - Cloud type showing vertical development, upper surface dome.­
shaped with rounded protuberances, base nearly horizontal, 
seldom covering sky completely. 

cumulus . congestus "':' Distended, sprouting cumulus, with dome showing 
cauliflower appearance; the thunderhead. 

cyclone - A circulation around relatively low pressure at the center, 
counterclockwise in the Northern and clockwise in the Southern 
Hemisphere. 

deepening - Decreasing pressure at the cen.ter of a pressure system. 

depth-area-duration data - Combination of area-depth and duration­
depth relations. Also called time-area-depth data. 
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dew-point temperature - The temperature at which saturation is attained 
when air is cooled at constant pressure.withoutthe addition or 
subtraction of water vapor. 

diurnal variation - Change in the value of an element during each day. 

divergence - Horizontal stretching and vertical shrinking of a volume 
of air- accompanied by net outflow horizontally and internal 
downward motion vertically. 

duration-depth curve - Curve showing, for a given size of area, the 
relation of maximum average depth to duration within a storm 
or storms., Also called depth-duration curve, 

dynamic anticyclone - Anticyclone of primarily dynamic origin, warm 
relative to the surrounding air, with anticyclonic circulation 
maintained to high levels almost directly above the surface 
position& 

eddy transfer • Transfer by turbulence. 

effective precipitable water (~) - The greate-st amount of prec~p~­
table water that can be removed from a column of air by a 
specifically defined process. 

equivalent potential temperature ( ) - The potential temperature of 
air after all the laten .eat of. condensation of the contained. 
water vapor has been realized. 

equivalent temperature.(TE) ... The temperature of air after all the 
latent heat of condensation of the contained water vapor has 
been realized without net change of pressure,. 

first-order station - Meteorological observatory making continuous 
records or hourly readings of pressure, temperature, wind, 
sunshine, and precipitation, and also eye observations of clouds 
at fixed hours. ·. 

front - Surface of discontinuity or transition zone between two air 
masses, intersecting .the .. ground (or another' frontal surface) 
as a line or transition zone, 

geostrophic wind - The wind resulting from a balance of the force 
due to the pressure gradient and the apparent deflecting force 
due to the earth's rotation, Neglecting friction, the theo­
retical wind accompanying and paralleling straight, parallel 
isobars in a steady state, 

gradient - Vector measuring the direction and magnitude of the rate 
of decrease of a value~ 
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gradient wind - The wind. resulting from a balance between the force 
due to the press.ure gradient, the ~apparent deflecting force due 
to the earth's rotation, and the centrifugal force due to the 
curvature of path. Neglecting friction, the theoretical wind 
accompanying and paralleling curved, concentric isobars in a 
. steady state. 

High - .Anticyclone. 

histogrWM - Block diagram with blocks having bases representing a 
class interval .. and heights proportional to the class frequency., 

hodograph - A diagram of wind ve.ctors at successive levels drawn 
from a common origin; more specifically, the curve connecting 
the ends of these vectors. 

hurricane - Specifically,~~ a storm prodll.cing wind speeds in excess 
of 75 mph; generally, a cyclone of tropical origin. 

hydrometeor - Form of condensed water vapor in the atmosphere, such 
as rain, fog~ cloud, etco 

hydrostatic pressure - Pressure due to weight. 

hyetograph ...; Bar chart of increments of' rainfall arranged ohrono­
logieally. 

hygroscopic - Possessing the property of absorbing and condensing 
water vapor. 

ice-crystal level (ICL) - Level at which the temperature of freezing 
occurs in the atmosphere •. 

infiltration - Process whereby rainfall passes through the ground 
surface. 

insolation - Solar radiation absorbed by the earth and atmosphere, 

instability - Thermodynamic state favoring vertical displacements. 

inversion - Increase o£ temperature with height. 

isentropic - Adiabatic; at constant potential temperature. 

isobar ... Line of equal atmospheric pressure. 

isoceraunic - Line of equal thunderstorm frequency (or thunderstorm­
day frequency). 

isochrone - Line of' simultaneous time of beginning or ending. 
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isohyet- Line of equal depth of precipitationo 

isohyet-area curve - See minimum-rainfall ourveo 

isoline ... Line connecting equal values. 

isotherm - Line of equal temperature. 

kinematic viscosity!"" Measure of the.viscosity or resistance of fluids 
~r gases to shear, divided by the densityo 

k-type air mass- Airmass colder than thE) surface over which.it is 
passing, with stability consequently decreasing in the. lo-wer 
layers. 

land breeze ~ Offshore wind resulting from the greater nocturnal 
radiational cooling of the land surface than of the sea surface., 

lapse rate - Rate of change of temperature. wi thheight. 

level of free :)onvection (LFC) • Atmospheric level above which. the 
saturated air partiole.e in. conditionally unstable air, is warmer 
than its environment and can therefore ascend freely. 

lift ._ Upward vertical motion. Also the upward vertical displacement 
---- required,to saturate air by dry-adiabatic lift. 

lifting condensation level (LCL) - Atmospheric level at which saturation 
takes place after forced dry-adiabatic lift. 

lifting ice-crystal level (LICL) ... Level at which the isotherm of' 
freezing temperature is reached by rising saturated air after 
forced lift. pa~t LCLo 

local (shower or - Occurring sporadically; not general. 

Low - Cyclone •. 

mass curve - Curve of cumulative values through time. 

. mean (X) - The sum of a group of values divided by their number. 

mean deviation - Mean of the deviations. (disregarding sign) from. 
an average .value 11 usually- the mean. 

millibar (mb) - Unit of atmospheric pressure equal to 1000 dynes/cm2 , 
standard atmospheric pressure being l013o2 mb. 

minimum-rainfall curve ~ Similar to area-depth oU.rve, except that 
ordinates represent mininrum instead of average depths within 
the areas; also called isohyet-area curveo 
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ml.xJ.ng ratio (w) - Ratio of the mass of water va.por to the mass of. 
dry air in a given sample. 

mountain wind - Down-slope wind resulting from the greater nocturnal 
radiational cooling of· the air in contact with the mountain. 
slope than of the free air at the same level above the valley. 

multiple correlation- Measurement of the proportion of one variable's 
·variation which is associated with the variations in two ormore 
other variables. 

negative area - Area, on a thermodynamic chart, below LFC and bounded 
by lapse rate curve and curve of hypothetical ascent of air par­
ticle, which is a measure of the energy to be contributed before 
free convection from conditional instability is attained. 

normal - Average value of a meteorological eleme.nt over a period of 
years sufficiently long to make the average acceptable as a 
standard from which to measure departures from normal. 

normal distribution - A frequency distribution of observations of' 
a variable determined by random causes. 

occluded front - Portion of the frontal surface (warm or cold} remain­
ing in contact with theground after the cold :f'ront has overtaken 
the warm f'ront and lifted the air in the warm sector aloft. 

occlusion .;.. Formation. of occluded front; a cyclonic system which has 
undergone tl'-e process. 

orographic - Caused by topographic slope. 

parcel method - Analysis of conditional instability by assuming 
ascent of an infinitesimal particle of' air. 

partial potential temperature of the dry air (ed) - Potential tempera­
ture of the air after its pressure is reduced by the vapor 
pressure. 

percentage-depth-area curve - An area-depth curve, with depths plotted 
as percentages of depth over a specified area, usually the largest. 

percentage frequency (%F) - Ratio, expressed in percent, of items or 
occurrences in one class or interval to total of items or occur­
rences in all classes or intervals compared. 

percentage probability(%P) - Probability expressed in percent; 
percentage of' certainty of occurrence; the number of 
occurrences out of 100 chances. 

·:> 



percent standard error(% SE)- Ratio of.standa.rd error to .the mean, 
expressedas a percentage. 

pilot-balloon observation (pibal) - Wind-aloft measurement by obser­
vati()n, from surfr:~,c~, ofcdrift of free balloon. 

planimeter - Mechanical integrator for m.easuring plane area. 

point rainfall -Rainfall.recorded by one gaga. 

polar front- Surface of discontiiluityor transition zone.separating 
air masses of polar origin from those of tropical origin. 

podtive area.- Area,. on a ;thermody:namic chart; abpve LFC or. CCL 
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and bounded by lapse-rate curve and curve of hypoth~tical ascent 
of air particle, which is a measure of the energy realizable 
fr<?Dl c.ondi.tio~al. ins-tability. 

eotential instability - Attainable instability, either conditional 
or convective, or both. ' 

eotential. temperEI.tl1re (e)- Temperature of· the air if expanded or 
compressed d.ry~adiabatically to a. standard pressure of 1,000 mb. 

precipitable water (Wp) - Total water vapor contained in an atmospheric 
column of unit cross-section, expressed in terms of the depth 
of an equivalent mass of liquid water of the same cross-section. 

erobability - Ratio of the average or expected number of occurrences 
to the total number of mathematically possible occurrences. 

erobable error - The value of error which divides all the observa,;;. 
tional errors into two classes of equal frequency and there­
fore of equal probability. 

pseudo-adiabat - Line on thermodynamic diagram showing the pressure 
and temperatJ.U'e changes undergone by saturated. air rising in 
the. atmosphere, without ice-crystal fol"lll.ation and without · 
exchange,()£' heat with· its environment other than that involved 
in assuming that the liquid·water, formed by condensation; 
drops out. 

eseudo-adiabatic - Referring to the process described by the pseudo­
adiabat. 

eseudo-adiabatic diagram - Adiabatic chart .to which pseudo-adiabats 
and Unes of constant saturation/mixing ratio have been 
added. 
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pseudo-adiabatic lapse ·rate • ... Lapse rate equal.to the rate at Which 
ascending body of saturated air will cool, as represented by 
the pseudo-adiabat. 

quasi-stationary front - Front along vmich displacement of warni by 
cold air, or vice versa, is slight and accompanied by minor 
wave action along the front. · · ·· · · ·· · · 

radiosonde - Sounding by palloori-lifted instrument transmitt.ilig. 
observations of weather elements (p, T, RR) automatically by 
radio; also refers to the instrument~ 

reduction (of meteoi"ological observations) - Conversion of observed 
values to more comparable values by re:f'ereil.ce to .a standard base . 
by computation. · 

regression coefficient - The rate of change o:f' the dependent variable 
with respect to the independent variable; the slope of the re-
gression line. · · · 

regression line - A line expressing the relation between two ya:riable~. 

relative·· humidity (RR) . - Ratio of actual Wa.teri..Va.por cOn. tent to 
saturation content or total water-vapor capacity, expressed as 
a percentage. 

ridge ,.. V- or U-shaped isolines bounding relatively high values, 
usually of pressure. 

right (or positively). skewed distribution . ..,. An asymmetrical .distribu­
tion of observations about a central value, characterized by high 
frequencies of the lower values. 

root-mean-square- The square root of the arithmeticalmeanof.the 
squared items. 

Ros sby. diagram. - Diagram for identifying air masses and determining 
convective instability$ consisting of liries. of constant gd, gE• 
and w, plus an overprint of lines of adiabatic condensation 
temperatures and pressures in some versions. 

runoff - The contribution from precipitation to streamflow. 

saturation - Upper limit of water-vapor content 
a function of the temperature solely. 

saturation vapor pressure (es) ,. The pressure or partial pressure of 

water vapor at saturatione 

.s2at~ering - Reflection of radiation in all directions by very small 
particles in the atmosphere. 



~ - Low, ragged clouds. 

sea breeze - Onshore wind resulting from the greater daytime insola­
tional heating of the land surface than of tha sea .surface. 

sounding -Measurement (by pibal, radiosonde, airplane, etc.) of 
vertical structure of the atmosphere above a .station. Also 
the graph of the distribution of the elements with height or 
pressure. 

stability- Thermodynamic state in 'Which vertical displacements are 
resisted. 
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standard deviation (SD) - The average deviation from the mean computed 
by taking the square root of the arithmetical mean of the squares 
of the individual deviations. (For small swmples, it is the 
square root of the quotient obtained by dividing the sum of the 
squared .deviations by one less than the numbe.r of deviations.) 

standard error of .the mean (SE) - The standard deviation of a distri­
bution of means of samples. 

steepen - Usually, to increase the rate of decrease of temperature 
with height; referring to an inversion; to increase the rate 
of in9rease of temperature with height. 

storm profile - Vertical section through an isohyetal pattern, with 
distance from center as abscissa an~ corresponding depth of 
precipitation as ordinate. 

stratiform - Referring to clouds arranged in unbroken horizontal 
sheets or layers. 

stratosphere - The portion of the atmosphere, characterized by an 
isothermal lapse rate or inversion, above the tropopause. 

strengthening - .Increase. ot pressure .gradient. 

sublimation - Condensation of vapor directly to the solid form, or 
evaporat.ion from ~he solid directly to vapor. 

subsidence - Sinking of air. 

superadiabatic - Steeper than the dry-adiabatic lapse rate. 

supercooled - ~isting as a liquid below its freezing temperature. 

superior air (S) - Air mass of low relative humidity, originating 
from subaidenoe aloft .• 
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synoptic - Showing the distribution of meteorological elements over 
an area. at a. given moment, e.g., a synoptic chart. 

tephigra.m - Alternate for pseudo-adiabatic diagram, in which e4u8.1 
areas represent equal energy values. 

thermal wind - The vectorial difference between the geostrophic winds 
at the top and bottom of a. layer of air." Its direction (in the 
Northern Hemisphere) is cyclonic or counterclockwise around the 
colder air, its magnitude proportional to the mean horizontal 
temperature gradient of the layer. 

Thiessen method of weighting - Method for determining the average 
depth of prec ipita.tion ·over a.n area by· the constr.uction of 
Thiessen polygons,by :means ofvvhich the individual observations 
are areally weighted. 

Thiessen polygon - Geometrical figure ··dra.~n. by j:llotting perpe!ldicular 
bisectors between adjacent precipitation stations. These bi­
sectors form closed· areas around each station and t.ogetlier f'orm 
a network of contiguous polygons, for each of which the enclosed 
station's precipitation is considered representative. 

trace .._ Half or less of .01 inch of precipitatiori.. 

triple-phase state - Coexistence of the gaseous, liquid, and solid 
forms of the same substance. 

tropical storm - Cyclone of tropical origin; hurricane. 

tropopause ,_ Surface of zone within the atmosphere marking the upper 
limit of convecticn, and identified by a transition from the 
normal decrease of temperature with height to isothermal or 
inversion cc.;.nditions. 

troposphere - The p;:>rtion of the atmosphere between the tropopause 
and the earth 1 s surface, normally characterize :I by the effects 
of convection and therefore a steady decrease of tamperature 
with height. 

trough - V- or U-sha.ped isolines bounding relatively low values, 
usual of pressure. 

turbulence - Irregular ga:SeoU.s or fluiJ motion resulting from flow 
past solid surfaces or fl,ow of neighboring currents past or 
over each other. 

valley _. Up~slope wind resulting from the greater daytime in-
solational heating of the air in contact with the mountain 
slope than of the free air at the same level above the valley. 



vapor pressure .. Pressure of' the water vapor in a sample of' air. 

veering .. Clockwise change of' wind direction, e.g.~ from south wind 
to west wind. 

virgae - Streamers formed by precipitation evaporating between cloud 
base and ground surface. 

vorticity - Rotational component of' motion. 

warm front- Front at which relatively.warmer air replaces colder air. 

warm sector - Sector of' warm air bounded on two sides by the cold and 
warm fronts extending from a center of' low pressure. 

wave - Localized deformation of a front, resembling a warm-sectbr 
formation, usually traveling along the front and sometimes 
developing into a mature cyclone. 

wave crest - Apex of' warm sector of wave formation on .. a front. 

weighted mean - The sum of the items, each multiplied by its respective 
weight, then divided by the sum of the weights •. 

wet ... bulb .potential temperature (Qw) .;... Wet'-bulb temperature reduced 
· along the pseudo-adia.bat to 1000 mb~ 

wet-bulb temperature (Tw) ... Lowest temperature to which air can be 
cooled by evaporating water into it at constant pressure; the 
temperature at 1Nhich saturation is attained when water is 
evaporated into air at constant pressure. · 
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